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ABSTRACT

X-ray diffraction provides an extremely detailed picture of the atomic structure
of solids, but it has traditionally been restricted to the ground state. The
emerging field of photocrystallography is beginning to allow the structure of
optically excited states to be determined for the first time.

The work reported here centres on in situ photocrystallographic inves-
tigations of materials in the family [Ru(SO2)(NH3)4X]Y, which are known
to display two photoinduced, metastable states. In these compounds, the
SO2 ligand is respectively side- (O, S-) bound or O-bound, in contrast to the
S-bound ground state.

Three new members of this family are presented:

1. X = isonicotinamide, Y = (tosylate)2

2. X = water, Y = (camphorsulfonate)2

3. X = pyridine, Y = (chloride)2

The photoexcited structures of compounds 1 and 2 are determined by
single-crystal X-ray diffraction using laboratory and synchrotron sources.
Compound 1 contains two crystallographically independent excitation centres.
It exhibits a variety of metastable state geometries with different popula-
tions. Density-functional theory calculations demonstrate that the observed
population of each geometry depends on steric repulsion from the crystal
surroundings. Both compounds 1 and 2 exhibit significant populations of the
O-bound metastable state at much higher temperatures (100 K to 120 K) than
those at which this state has previously been observed (13 K).

The modelling and refinement strategy for these materials is discussed. A
novel statistical test, based on Bayesian methods, for the reliability of models
that include very small populations is presented.

Powder samples of all three compounds – including compound 3, single
crystals of which could not be grown – are analysed using Ru L-edge X-ray
absorption spectroscopy. X-ray absorption near-edge spectroscopy is shown to
be a suitable probe to measure photoexcitation in these systems, and reveals a
slight increase in the Ru oxidation state upon photoexcitation. The structural
change in compound 3 on photoexcitation is as expected from other members
of this family.

Analysis of the data obtained on these three compounds reveals that
the crystal surroundings of the photoexcitation centre strongly influence the
geometry, population, and lifetime of the metastable states. These results
are relevant to attempts to “crystal engineer” materials for applications in
holographic data storage.
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The science of crystallography is . . . now placed on a secure

foundation [by the development of X-ray diffraction], supported

equally by mathematics, geometry, and experiment, and its

natural data are rendered available for chemists and physicists

alike.

– A. E. H. Tutton

discourse delivered at the Royal Institution

Friday, March 14, 1913





chapter 1

INTRODUCTION

By showing how atoms arrange and disarrange themselves

under innumerable variations of circumstances we must gain

knowledge of the nature and play of the forces that bind the

atoms together.

– W. H. Bragg

discourse delivered at the Royal Institution

5 June, 1914

1.1 Rationale and outline

It has been known for over a century that the structures of certain transition

metal complexes change upon exposure to light, but only recently, with the

development of the field of photocrystallography, have we been able to observe

these structural changes directly. As this technique is relatively new, only a

handful of excited-state crystal structures are yet known. However, this field

holds great promise both to fundamental solid-state science, as a means of

accessing a potentially vast array of novel structures, and to industry, where

better understanding of the structural manifestations of optical excitation will

allow the rational design of optically active materials.

The work presented here is a structural investigation of several members

of the [Ru(SO2)(NH3)4X]Y family (Figure 1.1), numbered for convenience in

Table 1.1. This family is known to exhibit two different metastable states (Fig-

ure 1.2) but contains many more examples than have yet been investigated in

detail. Of the materials listed here, only compound 4 has previously been stud-

ied, and both ground and metastable state crystal structures of compounds 1

and 2 are reported for the first time in this thesis. These compounds belong

to the more general family of photoinduced linkage isomerism complexes,
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Figure 1.1: Generic structure of the [Ru(SO2)(NH3)4X] 2+ ion.

Table 1.1: Compounds belonging to the family [Ru(SO2)(NH3)4X]Y studied as part of
the work reported here.

Compound X Y

1

isonicotinamide
tosylate

2 H2O

camphorsulfonatea

3

pyridine

Cl – /CF3SO –
3

b

4 H2O

tosylate
a Racemic; shown here is the 1S isomer. b See discussion in Section 6.2.2.
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Ru

S

OO

ground state
(GS)

low T

h � , 400–500 nm

heat Ru

SO
O low T

h � , 400–500 nm

heat

� 2-bound metastable state
(MS2)

Ru

S

O

O

O-bound metastable state
(MS1)

Figure 1.2: Schematic diagram of the ground and metastable states of the
[Ru(SO2)(NH3)4X] 2+ ion.

whose technological applications, particularly in high-density data storage,

are the focus of much current research.

This topic thus arises from a confluence of circumstances: the advances in

crystallography that have allowed these metastable states to be observed; the

phenomenon of linkage isomerism and in particular the striking versatility of

sulfur dioxide as a ligand; and the developing technologies which are poised

to take advantage of the photoswitching behaviour of these materials. In the

remainder of this chapter, I discuss the background to each of these factors

in turn. The following chapter outlines the experimental and theoretical

techniques used to investigate these materials.

The four central chapters of this thesis detail its principal results. In

chapter 3, the results of the photocrystallographic experiments performed are

presented. Chapter 4 presents a statistical test for the significance of crystallo-

graphic data with small minority populations, such as those obtained in the

photocrystallographic experiments. Chapters 5 and 6 present complementary

work designed to help interpret the crystallography: density-functional theory

calculations and X-ray absorption spectroscopy measurements, respectively.

Finally, chapter 7 summarises the material presented here and offers some

suggestions regarding the future work arising from these results.
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1.2 A brief history of X-ray crystallography

In 1895, Röntgen published the first systematic study of the mysterious

radiation produced by firing electrons at a metal target in an evacuated tube.1

This work fired both scientific and popular imaginations. The wave nature of

“X radiation” was hotly disputed: while these rays appeared to be polarisable,

they could not readily be reflected or refracted, and the manner in which

they ejected photoelectrons from a metal surface could only be explained

by a corpuscular model. Nonetheless, tentative measurements suggested

that, if these rays were indeed wavelike, their wavelength would be around

10�10 m.2 Meanwhile, it had already been suggested that crystals consisted

of arrangements of atoms repeating regularly in three dimensions, and on

the basis of known interatomic distances the length of the repeating unit

could also be estimated at around 10�10 m. Based on the similarity of these

length scales, von Laue correctly predicted that X-rays should diffract from

crystals. In 1912 he and co-workers showed that X-rays diffracted from a

crystal of copper sulfate; X-rays thus assumed their rightful position in the

electromagnetic spectrum.3

X-ray diffraction had thus revealed the nature of the scattered beam.

This phenomenon proved more useful, however, as a powerful probe of the

diffracting crystal. By today’s standards, data extended only to low resolution,

intensity measurements from photographic film were coarse, and the models

fitted were simplistic. Nonetheless, the method was the first to produce direct

images of matter on an atomic scale, and many important structural results

followed rapidly. Indeed, the very word “crystallography” soon became

shorthand for this single experimental technique.4

Subsequent developments in sources, detectors, and solution and refine-

ment techniques improved the quality of data substantially, in turn allowing

more sophisticated models to be fit. Crystallography nonetheless remained

exclusively a ground-state technique: a potent source of structural information

but silent with respect to dynamic features. Two barriers prevented these

features from being investigated. First, diffraction experiments by their very

nature produce data which are averaged over time and space, making it diffi-

cult to investigate local or transient excitations. Perhaps more significantly,
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such features were widely assumed to be uninteresting or simply non-existent.

The prevailing view was summarised by the 1939 Chemistry Nobel Laureate

Leopold Ruzicka’s claim that “a crystal is a chemical cemetery,” a rigid and

unchanging array of little relevance in comparison to the dynamic behaviour

observed in solution.5

This assumption, however, has since been significantly challenged by

advances in materials chemistry and physics. Solid materials are at the core of

many technologies central to modern society, ranging from data transmission

(optic fibres) and storage (dvds) to energy generation (solar cells) and transport

(batteries, hydrogen storage materials). Modern X-ray diffraction methods

have allowed their structures to be modelled in unprecedented detail. The

behaviour of such functional materials, however, cannot always be understood

without reference to their dynamic as well as structural properties: how

they respond to changes in their thermal, mechanical, chemical or optical

environment. Furthermore, this information is invaluable in engineering new

materials with desirable properties.

Fortunately, crystallographic techniques are proving potent sources of

information on dynamics as well as structure. The quality of single-crystal

diffraction data has increased to the point where anisotropic displacement

parameters are routinely collected for non-hydrogen atoms, and have yielded

great insight into the vibrational motion that indeed occurs.5 (See, for example,

the work of Maverick and coauthors on the barriers to rotation of tert-butyl

groups in crystals,6 or the present author’s work on the thermal expansion of

cyanide frameworks.7) In addition, it has been recognised that experiments

can be performed specifically to elucidate the dynamic properties of a material

by in situ modification of the conditions in which the sample is held. Many

such perturbations are possible. Multiple-temperature experiments can yield

insight into vibrational modes in solids. High-pressure techniques, particularly

at synchrotron sources, were initially of interest to geological research but have

since become increasingly common and applicable to a much wider range of

studies.8,9 A third option is to absorb guest molecules into, or desorb them

from, a porous framework.10–12 A wide variety of useful material properties

can be probed in this way, allowing their precise structural origin to be

5



determined, and hence new functional materials, with properties tuned to

their intended application, to be designed.

This thesis describes work on still another possible perturbation: activation

of selected electronic excitations by shining light on a single-crystal sample, a

technique known as photocrystallography.

1.3 Photoactive materials

1.3.1 General principles

The crucial difference between reactions in the solid state and those in solution

or gaseous phases is clearly the comparative lack of translational and rotational

freedom within a rigid matrix. In the particular case of single-crystal-to-single-

crystal transformations, therefore, it becomes important to ensure that the

moieties which are to react are in close proximity within the crystal structure,

a restriction known as the topochemical postulate. 13 This condition, which must

be met for a reaction to occur in the first place, is distinct from the condition

that the products should adopt a similar shape to the reactants. If they do

not, crystals may crack under the internal stress caused by the reaction; see

Section 2.1.

Several classes of photoactivated chemical reactions are particularly com-

patible with the topochemical postulate, either because the reacting moieties

are part of the same molecule and are thus chemically bound to one another,

or because only one reactant is involved. Intramolecular cycloaddition reac-

tions involve a substantial change in chemical bonding with comparatively

little difference in the nuclear positions. In particular, the conversion of �

into � electron density can disrupt conjugated chains, altering the uv/visible

absorption spectra of the molecule and resulting in photochromic materials.14

On the other hand, cis-trans isomerism reactions in alkenes cause no change in

bond sequence, but may induce either a very large change in nuclear positions

or large internal stress within the solid. For this reason such reactions are

often investigated within polymeric rather than crystalline matrices.15–17

Somewhere between these two classes of reaction falls the class of pho-

tolinkage isomerism reactions in transition metal complexes, which will form

6



GS (η1) MS2 (η2) MS1 (η1)

Figure 1.3: Ground (GS) and excited state (MS1 and MS2) geometries of the nitro-
prusside ion. Diagram by Buchs et al. 31

the focus of this thesis. Several ligands, including NO2, SCN – , and CN – ,

are famously ambidentate – able to bind through several different atoms18,19

– and such complexes may exhibit photoexcited states in which the linkage

mode differs from the ground state.16,20 These states are more likely than the

products of the reactions discussed above to be metastable, reverting thermally

to their ground states.

It is worth noting that the material properties of compounds which un-

dergo these types of photoreaction can be radically different, which can affect

both their experimental accessibility and, potentially, their commercial vi-

ability. In particular, sublimation can be an excellent method of growing

small single crystals of organic photoactive materials,17 while recrystallisation

from solvent must be used for the less volatile transition metal complexes. In

some situations, it is possible to alter these material properties by embedding

the photoactive component in a non-reactive matrix, either crystalline21 or

amorphous.15,17,22,23

Of the ligands that undergo photolinkage isomerism, NO, NO2 and SO2

have been most extensively studied using photocrystallography. For this

reason, they are each considered in more detail in the following sections.

Other ligands which exhibit this phenomenon, but which will not be fur-

ther discussed, include N2,24,25 thiocyanate (on irradiation with � rays),26

dimethylsulfoxide,22,27 and other organic sulfoxides.28–30

7



1.3.2 Complexes of NO

The first compound to have a metastable excited state photocrystallographi-

cally studied was sodium nitroprusside (sodium pentacyanonitroferrate(II),

Na2[Fe(CN)5(NO)] · 2 H2O). This compound is used medically to deliver nitric

oxide to treat cardiac failure.32 Studies using both neutron33–35 and X-ray36,37

diffraction culminated in the result that two photoexcited states are linkage

isomers of the ground state: one in which the NO ligand is � 1- (end-) bound

through the oxygen, and one in which it exhibits � 2 (side-bound) linkage

(Fig. 1.3).

Analogous effects have been discovered in a variety of NO complexes,38–40

and several reviews have been published.20,41,42 Density-functional theory

calculations have also been performed to elucidate the mechanism for these

phototransformations.31,38–40,43–47

Although NO compounds are important as among the first and best-

studied photolinkage isomerism compounds, it should be noted there are

important differences between this diatomic ligand and the triatomic ligands

discussed below. On the one hand, these complexes are more theoretically

tractable, as the isomerisation process can be well modelled by considering a

single degree of freedom, the Fe�N�O angle.43 (For completeness, one would

also have to consider rotation about the ground-state Fe�N�O axis, which

allows several geometries for MS2: typically two are observed.) Moving to a

triatomic ligand results in a concomitant increase to three degrees of freedom,

increasing the complexity of computational treatments (cf. Section 5.2). On

the other hand, the difference in electron density between GS and MS1 in the

nitroprusside ion formally arises from the position of a single electron, so that

very careful X-ray studies, complemented by neutron work, were needed to

unambiguously identify this species. While the extra atom in triatomic ligands

may “get in the way” in excited-state geometries through steric interaction

with the surrounding crystal lattice, its presence usually makes excited states

more crystallographically apparent, even when present in relatively small

fractions, thus reducing ambiguity in the structure refinement process.
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Figure 1.4: A menangerie of observed and proposed geometries of the
[CoNO2(NH3)5] 2+ ion: the ground N-bound (nitro) state (a) can be trans-
formed by irradiation with blue or UV light into an O-bound (nitrito) state
with an exo geometry (b) in the chloride salt or a linear Co�O�N linkage
(c) in the bromide. The chloride also displays a low-temperature interme-
diate which has variously been identified as � 3-bound (d), � 2-bound (e),
or O-bound (nitrito) with endo geometry (f).

1.3.3 Complexes of NO2

It has been known since the earliest days of coordination chemistry that

the two isomers of [Co(NO2)(NH3)5]Cl2 (Fig 1.4(a) and (b)), which can be

independently synthesised, can also be readily interconverted either in the

solid state or in solution. The N-bound “nitro” isomer can be transformed

to the O-bound “nitrito” form by irradiation with blue or ultraviolet light,

while the O-bound isomer reverts thermally to the N-bound form over time

(typically several days in the solid).48 Since then, the [Co(NO2)(NH3)5] 2+ ion

has been subject to extensive investigation using crystallographic and other

methods. Experiments using 18O-labelled ligands and 17O-nmr spectroscopy

have shown that both the thermal49 and photochemical50 transformations are

intramolecular; moreover, scrambling between the bound and free oxygen

atoms in the O-bound isomer can occur rapidly.51–53 Consideration of the

quantum yields obtained from excitation at various wavelengths has led
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to the hypothesis that the first process occurring on photoexcitation is the

population of a dissociative ligand-metal charge transfer band, following

which the NO2 fragment either recombines with the complex, with or without

isomerisation, or undergoes redox decomposition.54 Differential scanning

calorimetry measurements have suggested that the thermal equilibrium state

of the chloride system is in fact a mixture of the N- and O-bound isomers,

with an equilibrium ratio of NO2:ONO= 7.7(8) at 333 K.55

It was at first generally agreed that the isomerisation reactions occur via

an � 2-bound transition state (Fig 1.4(e)),50,51,56 although on the basis of the

oxygen scrambling an � 3 intermediate has also been proposed (Fig 1.4(d)).52 A

metastable species has been observed in the ir spectrum of the solid complex

when irradiated at low temperatures: it has been proposed that this species

is the postulated intermediate. Significantly, however, its structure has never

been directly observed;57 this is considered further in section 5.4.

This system introduces the theme of crystal packing effects, which will

prove central to the work presented in this thesis. Crystallographically, the

thermal O-to-N-binding transformation has been observed in single crystals.

This involves two steps: first the ligand itself isomerises from O-bound to

N-bound local geometry, then the crystalline surroundings relax from P21nb,

the space group in which the O-bound complex packs as synthesised, to

C2/c, that which the synthesised N-bound complex adopts.56 (Note that

a non-standard setting of Pna21 is used here in order to aid comparison

between the two structures without the complication of relabelled axes.) The

reverse photochemical reaction has only been investigated completely using

powder diffraction methods, as crystal cracking prevents this transformation

from occurring to completion within a single crystal.58 In other words, only

the first step of the analogous process has been observed for the reverse

transformation; presumably, however, if the internal stresses could be relaxed

without destroying the crystal, this would result in a return to P21nb in a

manner analogous to the second step. With a view to understanding how

the crystal surroundings influence the isomerisation reaction and vice versa,

the kinetics and structural changes associated with the photoactivated and

thermal transformations of the [Co(NO2)(NH3)5] 2+ ion, combined with a
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variety of counteranions, have been extensively studied by Boldyreva and

co-workers.59–65

In the present work, relatively small photoexcitation yields are achieved,

rendering irrelevant the question of rearrangement as 100% conversion is

approached. However, computational methods such as random structure

searching may well find lower-energy packings of the � 2 geometry than

that formed from the ground state packing. Moreover, the surroundings

nonetheless exert an important influence on the photoisomerism behaviour

(Chapter 5).

1.3.4 Complexes of SO2

Sulfur dioxide is an exceptionally versatile ligand known to exhibit a wide

variety of coordination modes, either binding to a single atom or bridging

several atoms.66,67 Interest in the linkage photoisomerism of ruthenium-sulfur

dioxide-based compounds began with the observation of a metastable species

in the ir spectrum of [Ru(SO2)(NH3)4Cl]Cl when irradiated with light at low

temperatures.68 In contrast to the S-bound ground state (Fig. 1.5, left), Cop-

pens and co-workers reported on the basis of single-crystal X-ray diffraction

measurements that this metastable species is an � 2-linked system (Fig. 1.5,

centre). Moreover, related compounds in the [Ru(SO2)(NH3)4X]Y family also

display an analogous metastable state.69,70 A further, O-bound excited state

was predicted from DFT calculations (Fig. 1.5, right),69 and indeed this state

has since been crystallographically observed in compound 4. 71

Despite also being triatomic, this ligand differs from NO2 in two important

respects. First, the side-bound isomer has been unequivocally observed

via X-ray crystallography. Second, the thermodynamics – both the relative

energies of the various geometries, and the energy barriers separating them –

differ. In SO2 the O-bound state is significantly less stable than the side-bound

one, and decays to the side-bound state even at liquid nitrogen temperatures

(see Section 3.6); while in NO2 the O-bound isomer is stable for days at room

temperature in the solid state, and the putative intermediate is only observable

at liquid nitrogen temperatures.

This system has been well characterised by photocrystallography, and
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Figure 1.5: Theoretical ground and metastable state geometries of the
[Ru(SO2)(NH3)4H2O] 2+ ion, present in compounds 2 and 4. Fig-
ure by Kovalevsky et al. 69

thus provides a convenient reference for the development of new experi-

mental or computational methods. In addition, the family of complexes

[Ru(SO2)(NH3)4X]Y, where the trans ligand X and counterion Y may be var-

ied relatively freely, provides fertile ground for exploring the factors which

influence photoexcitation behaviour, which form the principal subject of this

thesis.

1.4 Applications

1.4.1 Data storage

In an era characterised by ever-increasing amounts of data being generated

and stored electronically, the search for more efficient and compact methods of

storing this data is of great importance. Despite the success of modern optical

storage media, the bit density in these materials is approaching the maximum

achievable under the Rayleigh criterion; beyond this limit, diffraction effects

will prevent individual bits from being optically resolved.72 As such, there

is an impetus to develop methodologies for storing more than one bit of

information in each “pixel”, improving both the storage density and the

readout time: for instance, holographic storage takes advantage of the storage

material’s anisotropic refractive index to write three bits of data into each

pixel. This technology can potentially support very high information densities

12



of up to 1014 bits cm�2.73

Relatively few materials suitable for this purpose, however, have so far

been identified. Photocrystallographic studies of metastable excitations there-

fore provide an important means of investigating potential new materials

for these applications.74 Such materials must demonstrate clearly defined

bistability so that data can be easily and accurately read and written. Different

kinetic behaviour will produce materials suitable for different applications:

irreversible photoinduced changes would produce read-only write-once me-

dia, while reversible or metastable changes would give rewritable media.

Depending on the properties of the material in question, the media could be

erased by thermal, optical, or magnetic control.

1.4.2 Photoswitchable material properties

The potential applications of these compounds will depend on what property

of the “switched” material is to be measured. Various optical properties are

of interest, including photochromism, where a material’s absorption spectrum

changes on irradiation with light, and photorefraction, where it is the refractive

index which changes. In particular, holographic data storage relies upon the

photorefractive properties of the recording medium. Sodium nitroprusside

and other NO complexes that undergo linkage photoisomerism have been

investigated as media for holographic data storage.73,75 The photorefractive

properties of these materials arise from the existence of the optically accessible

metastable states (Section 1.3.2), rather than the Pockels effect (where bire-

fringence is induced in proportion to the applied electric field, which is only

possible in noncentrosymmetric systems).76 This gives rise to unusual and

potentially useful recording kinetics.77 Measurable phase gratings have been

written in sodium nitroprusside at both low78 and ambient temperatures.79

Many other photorefractive materials are being investigated for data stor-

age purposes, including amorphous azobenzene-based polymers and other

organic materials.80

Alternatively, photoinduced mechanical deformation may be used as the

basis of a switching medium. Attempts to induce macroscale deformation

of single crystals must strike a careful balance. If the interactions between
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neighbouring units are weak or the changes in molecular geometry small, the

cell parameters will not be substantially altered by photoexcitation, so that

the macroscopic deformation will be similarly small. However, if the changes

in molecular geometry are too large – and in particular, if the crystal packing

in the excited and ground states differ substantially – the strain placed on the

crystal by photoexcitation is likely to cause it to crack. It should be pointed

out that there is no necessary correlation between a large or small induced

strain and the presence or absence of a change in the space group; symmetry

changes may result from subtle atomic displacements, and equally substantial

changes in molecular shape or packing need not alter the space group.

Despite the difficulties mentioned, several examples are known of single-

crystal-to-single-crystal transformations which cause macroscopic geometric

deformations.17,81 It has been suggested that this effect requires a high level

of global randomness in the excited state (i.e., a lack of cooperativity between

excited centres).17 This requirement stands in stark contrast with other ap-

plications, where cooperativity between centres is a highly desirable goal

in order to increase the excitation fraction achieved and hence enhance the

material’s bistability.
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chapter 2

TECHNIQUES

Professor Röntgen’s discovery of a new form of energy affecting

sensitive plates reached this country in a somewhat exagger-

ated and inaccurate shape. . . . What may be called the popular

and superficial aspect of his discovery has been seized upon

with avidity. Shadow photographs have suddenly become an

article of commerce; no illustrated paper is complete without

reproductions of pictures showing the transparency of the hu-

man hand; every one who can command a vacuum tube and a

few sensitive plates is busy repeating the primary experiment;

ladies prattle of the new photography, and physicians already

dream of unheard-of cures by its agency, and the market price

of exhausted tubes – many of them of little value for the purpose

in view – is rapidly rising.

– The Times, Tuesday, 4 February, 1896

2.1 Photocrystallography

Many solid-state chemical reactions, including those which are photoactivated,

can be investigated using traditional crystallographic techniques simply by

comparing the diffraction patterns of a sample before and after reaction. By

contrast, the term “photocrystallography” usually refers to a distinct experi-

mental technique where the sample is irradiated in situ, allowing structural

changes to be monitored directly as they occur. Single-crystal to single-crystal

photoreactions were first investigated using this method by Nakanashi and

co-workers, who monitored the [2+2]-dimerisation of 2-benzyl-5-benzylidene-

cyclopentanone;82 several similar experiments have since been performed and

are summarised in a recent review.83
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All photocrystallographic experiments involve collecting both “dark” data,

from samples in the ground state, and “light” data, from samples during or

immediately after irradiation with light. In almost all cases, the “light” data

set will still contain a substantial proportion of the ground state. The two

data sets are then individually refined to yield models for the ground and

excited states and a numerical value for the excitation fraction achieved (cf.

Section 2.1.3).

Within this basic framework, however, a variety of methods is possible.84

First, the experimental procedure will depend strongly on the lifetime of the

excited state. The methods of photocrystallography have been applied on

timescales ranging from the ultrafast85,86 to the metastable (see references in

Section 1.3); the differences in procedure this entails are outlined below.

Second, suitable radiation must be chosen for both the “pump” (excita-

tion) and “probe” (structure determination) steps. The “pump” wavelength

should be chosen with regard to the uv/visible absorption spectrum of the

material; choosing an absorption peak is liable to result in an unfeasibly short

optical penetration depth, so that a shoulder or other weak absorption region

may be more useful.87 With respect to the probe radiation, as in general in

crystallography, neutrons and X-rays find complementary uses due to their

different scattering properties. Since neutron measurements require larger

samples, however, limited optical penetration depth can severely limit the

excitation achievable; thus neutron techniques are not as frequently useful

as in conventional crystallography. It is possible to select particular X-ray

wavelengths in order to perform anomalous scattering experiments. Laue

methods, in which the crystal is irradiated with a wide range of wavelengths,

are also possible; since multiple reflections can satisfy the Bragg condition

simultaneously and thus collection times tend to be shorter, these methods

are particularly popular in experiments on transient species.84 Several compli-

cations, however, affect methods that use polychromatic radiation. Multiple

diffraction peaks may overlap, making it difficult or impossible to resolve

them; the absorption and extinction coefficients and structure factors will vary

with X-ray wavelength; and Laue methods necessarily involve exposing the

crystal to much higher intensities of X radiation. One increasingly popular
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compromise is to use “pink-beam” radiation, which is polychromatic but of

limited bandwidth.88,89 Both Laue and pink-beam methods are only possible

at synchrotron facilities.

Finally, samples in a variety of different states may be probed by appro-

priate experimental techniques. Photoswitching effects have been observed

in single crystals, powders, and polymer films, and in particular both single-

crystal and powder photocrystallography are possible. It has been shown that

the photoexcited population achieved may vary substantially between single-

crystal and powder-based experiments. This variation has been attributed

to effects dependent on the angle of light polarisation with respect to the

direction of the photoactive ligand.39,90 It has further been suggested that

preferred orientation effects may be significant in powder-based experiments,

which typically use a planar geometry for ease of irradiation. However, in at

least one case it has been shown by comparison with capillary measurements

that such effects are not necessarily important; moreover, if the photoexcited

structure is refined against the relative differences in intensity of the Bragg

peaks, any such effects would be expected to cancel out.91 Photoswitching

behaviour in films, which are among the more useful phases for applications,

will naturally depend on the microstructure surrounding the excitation cen-

tres. For instance, preliminary transmission electron microscopy imaging of

polyvinyl alcohol films containing the ruthenium-sulfur dioxide complexes

discussed here indicates that these materials exist as small crystals embed-

ded within the film.92 Consequently, photocrystallograhic results are directly

relevant even to this different medium.

The present work focuses on metastable, reversible transformations in

single crystals, using monochromatic X-ray probes. A brief outline of pho-

tocrystallography on both long-lived and transient states is provided in the

following sections.

2.1.1 Long-lived excitations

If an excited state lifetime is comparable to or longer than the timescale of

a full crystallographic data collection, the nature of the excitation can be

probed simply by comparison of a “dark” crystal structure obtained prior
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to irradiation with a “light” structure obtained afterwards. Only a single

irradiation step thus needs to be performed. Three main obstacles can hamper

the collection and interpretation of crystallographic data concerning long-lived

species: the limited extent to which the transformation occurs; the limited

lifetime in which measurements must be taken; and crystal damage caused by

overheating, strain from the photoinduced geometric change, or, particularly

in polychromatic experiments, X-ray absorption.

First, only a relatively small fraction (typically � 20%) of the unit cells will

exhibit the desired transformation.84 This is partly an inevitable consequence

of the fact that X-rays will have a greater penetration depth into the sample

than visible light (although this effect can be minimised by judicious choice of

crystal size and irradiation wavelength) and partly a deliberate experimental

choice, since causing more unit cells than this to react may strain the lattice

to such an extent that the crystal cracks.58 As a result, the structure collected

after irradiation will still exhibit a large fraction of the ground state. This must

be subtracted off, using data from a careful “dark” collection corrected for

any change in unit cell parameters, in order to reveal the photoexcited state

via a Fourier difference map. The structure of this state can then be refined

together with the ground state, with occupancy factors of the ground and

excited states constrained to sum to 100%, to give a value for the fraction of

photoexcitation observed along with ground and excited state structures. In

extreme cases it may not be possible to include the metastable state atoms

without rendering the model unstable to refinement. Even in these cases,

though, a difference density map between the “light” data and the ground-

state model may still demonstrate the presence of unmodelled electron density

due to the metastable state, without providing quantitative information about

its geometry or the excitation fraction achieved.

It follows from this that, for a successful data collection, the ground state

structure should be very accurately known. Ideally, it should not be disor-

dered, since the inclusion in the “light” model of some fraction of the excited

state will itself introduce considerable disorder into the structural model,

although the present work demonstrates that this is not an insurmountable

obstacle. Similarly, structures in which a molecular group exhibits thermal
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libration are best avoided.

The second problem is simply collecting sufficient data within the lifetime

of the excited state, which requires that the crystal, source and detector all

be carefully chosen.84 If the crystal has high symmetry, a complete structural

model can be obtained from a relatively small volume of reciprocal space.

However, symmetry elements intersecting the photoactive ligand, causing

disorder in the metastable state, are then more likely. Although high symmetry

makes it easier to collect large amounts of data, it is no guarantee of an easy

refinement. The X-ray source should have high intensity, so that strong

reflections can be detected even from a relatively small crystal (chosen for

reasons of optical penetration depth discussed above), and a short wavelength,

to increase the resolution of data collected within a given maximum scattering

angle 2 � . The choice of wavelength is, however, limited by the requirement

that the diffracted X-ray intensity must remain detectable at maximum 2 � ,

since atomic form factors will decrease with 2 � faster at smaller wavelengths.

The detector should cover a large area with low readout time; here modern

charge-coupled device (ccd) area detectors represent a good balance between

speed and sensitivity.

Finally, as discussed above, the experiment must be designed to minimise

sample damage by limiting the amount of excitation that occurs and the X-ray

and optical irradiation times – or, particularly in Laue experiments, to max-

imise the amount of data collected before the sample invariably disintegrates.

2.1.2 Transient excitations

In contrast to the metastable case, transient photoexcited states must be regen-

erated continuously during data collection. In order to prevent damage to the

crystal, either from excess heating or from strain caused by structural change,

the light source is typically pulsed. To prevent the observed pattern from

being swamped by the ground-state structure, the X-rays must themselves be

pulsed so that the times when data are collected correspond to times when the

crystal is illuminated, and thus the data represent a relatively high proportion

of the excited state.

This is achieved by one of two methods, depending on the lifetime of the
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photoexcited state. If it is of the order of microseconds, a mechanical “chopper”

can be used to break the X-ray beam into pulses.93,94 For smaller lifetimes, of

the order of nanoseconds, the temporal structure of a synchrotron must be

used, so that the beam itself is generated in such a way as to have the required

pulse pattern.95 In either case, the X-ray flux reaching the crystal decreases

dramatically, so that sensitive detectors and long experimental times are nec-

essary to obtain meaningful data, which has only become possible relatively

recently. As previously mentioned, Laue and pink-beam methods ameliorate

this problem to some extent. Once collected, the “dark” and “light” data are

treated in the same way as for the metastable case, whereby the Fourier differ-

ence map between the ground-state model and data collected after irradiation

is interpreted as the geometric change associated with photoexcitation.

Since the structural changes associated with photoexcitation are often

subtle, it is important to ensure that any observed changes cannot be ascribed

to other phenomena – for instance, a change of temperature due to laser

heating. For this reason, data collection is typically arranged so that frames

of the “light” structure are collected in alternation with frames of the “dark”

structure, so that effects due to crystal heating are properly accounted for in

the dark reference structure. This method also has the advantage that, in the

unfortunate event that the crystal cracks or is rendered unusable in the middle

of the experiment, the data obtained until that point may still be able to be

refined. By contrast, a “light” structure without the corresponding “dark”,

ground-state measurement is worthless, since the crucial step of subtracting

off the ground state electron density becomes impossible, and thus the crucial

change in electron density cannot be determined.

Although the work described here does not involve transient excitations,

the metastable states of the compounds discussed have transient lifetimes at

room temperature. The low-temperature metastable state structure determina-

tions reported will thus provide an important reference for future transient

work, both as well-studied systems to test apparatus and as a starting point

for analogous experiments.
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2.1.3 Refinement

Broadly speaking, the final refined model for a photocrystallographic exper-

iment should contain the metastable state geometry with some fractional

occupancy � and the ground state with occupancy (1� � ). However, it is

not trivial to decide exactly which parameters to include in the model and at

which stages of the refinement to allow them to vary.

The potential problems which must be avoided are as follows: first, an

anisotropic model simultaneously including ground and metastable states

will require a large number of parameters. This in turn will require a well-

diffracting crystal and careful data collection so that sufficient meaningful data

are available. With modern equipment, this criterion is not usually difficult to

meet.

Secondly, a more serious issue is that certain sets of these parameters are

likely to be highly correlated. Fractional occupancies which are allowed to

vary are notoriously highly correlated to the atomic displacement parameters

(adps) of the same atoms. For instance, a model which gives too high an

electron density at a particular atom can be corrected either by lowering the

occupancy of that atom or by increasing its adps. Moreover, since the ground

and metastable state geometries often overlap, the same region of electron

density may contain substantial contributions from several different atoms,

again leading to high correlations. (In practice, of course, the comparison

between model and data is done in reciprocal rather than real space; the result,

however, is identical to that described using the real-space argument above.)

As a result of this, care is needed in treating the near-singular covariance

matrix. In particular, some researchers have argued that the ground-state

model should be refined against the “dark” data before being imported as

a series of rigid bodies into the “light” refinement.69 This has the advan-

tage of reducing both the number of parameters being refined during the

“light” refinement and the correlation between them. However, the severity

of correlation problems will vary greatly depending on the system under

consideration. In particular, systems such as the SO2 complexes discussed in

the present work are significantly easier to model than NO complexes, where

MS1 (O-bound) overlaps completely with the ground state (N-bound) and
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formally differs from it in electron density by the position of a single electron.

The third issue has already been alluded to: a decision must be made

as to which atoms to allow to occupy different locations in the ground and

metastable states. The closer the ground and metastable positions are, the

more important rigid-body constraints for the ground state become. On the

one hand, significant changes have been observed in some crystal structures

outside the immediate photoisomerism region, such as changes in the metal-

ligand bond length trans to the photoisomerising ligand.69,96 On the other

hand, most atoms will not move substantially upon excitation; this method

therefore risks using two essentially superposed adp ellipsoids to “mop up”

any residual electron density in the vicinity of the atom modelled, potentially

leading to distortion of the metastable-state model. The relative merits of

these choices have been discussed in the specific context of spin-crossover

compounds.97

Finally, it should be noted that, in principle, it is possible to distinguish

a random distribution of the photoexcited state from one in which excited

centres cluster together.98 In the limit of a completely random distribution, the

structure factors F from each component sum to give the total reconstructed

from the observed data. In the limit where ground and photoexcited states

are entirely separate, the situation is as if two separate crystals are separately

diffracting X-rays, so that it is the intensities, or F2 values, which sum. Inspec-

tion of intensity statistics can suggest which of these extremes is more relevant

to a particular data set. There is no evidence of clustering in the present work,

however, and the distribution will be modelled as completely random.

2.2 Density-functional theory

2.2.1 Overview

Photocrystallography as a technique is rapidly developing, challenging to

perform, and often demanding in terms of experimental resources such as

synchrotron beamtime. As such, computational simulations can provide vital

support at both the preparation and analysis stages of an experiment. Recent

advances in both computing power and the algorithms used for ab initio
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calculations have made it tractable to model relatively large systems, such as

the complexes studied here. This section will provide a brief overview of the

density-functional theory (dft) techniques used in this thesis.

2.2.2 Background

The complete time-independent many-body wavefunction for a system con-

taining N electrons is a function of 3N variables, a position in three dimensions

for each electron. However, it has famously been shown by Hohenberg and

Kohn that the external (i.e., nuclear) potential V acting upon such a system is

uniquely determined by the ground-state electron density n(r), a function of

only three variables.99 Since the kinetic energy operator in the Schrödinger

equation is known, this potential in turn defines the Hamiltonian for the

relevant system, which can be inserted into the Schrödinger equation to solve

for the ground-state wavefunction � . This determines all observable prop-

erties of the ground state of the system, and we can thus conclude that all

such properties – and in particular the ground-state energy E – are unique

functionals of the ground-state electron density:

E = E
�
n(r)

�
(2.1)

In practice, the exact form of the functional E[n] is not known; indeed, since

it is so highly nonlocal, it will be sufficiently complex that it would require

the use of major approximations to be of any practical use even if it were. We

thus rely upon an approximation scheme in which as many contributions as

possible to the total energy are treated exactly, leaving a comparatively small

(although physically very significant) term to be approximated by various

means.

Using a construction due to Kohn and Sham,100 we consider an auxiliary

system of non-interacting particles with the same ground-state density of the

system under consideration, moving in a potential defined by

VKS = Vext +
�

� n(r)

�
1
2

�� n(r)n(r�)
| r� r�| dr dr�+ Exc[n]

}
(2.2)

(where atomic units have been used in which h̄, me, e, and 4 � � 0 are all

numerically equal to 1). The first term on the right-hand side represents the
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electrons’ energy of interaction with the ions and any other external potential;

the second gives the Coulombic repulsion energy between the electrons in their

average positions. The final “exchange-correlation” functional is necessary

to account for forces which occur naturally in the real system but must be

specifically included in the auxiliary one: repulsion between electrons of

the same spin due to Fermi statistics (exchange) and Coulombic repulsion

between pairs of electrons in their instantaneous rather than average positions

(correlation).

Because the N particles in the auxiliary system do not interact, the

Schrödinger equation for this system reduces to N one-particle equations{
� 1

2�
2 + VKS

�
| � i�= � i | � i� i = 1, . . . , N (2.3)

to be solved self-consistently. By construction, the Kohn-Sham orbitals � i give

the correct total electron density:

n(r) =
N

�
i=1
| � i(r) | 2 . (2.4)

The total Kohn-Sham energy EKS = � N
i=1 � i is a variational functional of n(r),

which can then be calculated by suitable variation of the trial electron density

n(r) to minimise EKS. It is related to the true energy by100

Etrue = EKS � 1
2

�� n(r)n(r�)
| r� r�| dr dr�+ Exc[n(r)]�

�
� Exc[n]
� n(r)

n(r)dr . (2.5)

So far, this approach has been exact, and the only term for which an explicit

recipe has not been given is the exchange-correlation functional Exc[n]. This is

necessarily highly nonlocal and must be approximated if this line of analysis

is to proceed further. The simplest possible approximation is to take the

exchange-correlation energy at any point to be that of a homogenous electron

gas with the same density throughout as found at that point. Although this

is a fairly drastic approximation (Kohn and Sham themselves commented

that they “[did] not expect [it to yield] an accurate description of chemical

bonding”), it is surprisingly accurate, in part because it obeys the correct “sum

law”, with the exchange-correlation hole containing exactly one electron:101

�
nxc(r, r�� r)dr�= �1 . (2.6)
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This is the basis of the local density approximation, often abbreviated lda.

More complex approximations take into account higher-order terms in the

polynomial expansion of the electron density any given point, and are for this

reason known as generalised gradient approximations (gga).

The spin of the electron has conveniently been ignored in the above discus-

sion. Since none of the Hamiltonians used in this thesis depend explicitly on

the spin, its only relevance is in ensuring that the correct fermionic statistics

are obeyed. As such, spin is modelled in these calculations simply by treating

the spin-up and spin-down electron densities as independent variables which

interact via the Coulomb potential.

2.2.3 The plane-wave pseudopotential approach

Despite the fact that the electron density rather than the wavefunction is the

central quantity of density-functional theory, in the Kohn-Sham formalism

the density is nonetheless represented as the sum of squares of one-electron

orbitals, as shown above. In common with other computational electronic

structure methods, dft therefore requires a set of basis functions to represent

these orbitals. A bewildering variety of basis sets, localised and non-local, are

available; however, the castep code used in this project uses a comparatively

simple set in which each basis function is a three-dimensional plane wave.

To completely represent a general electron density in space, an uncountable

number of plane waves are required. However, if we consider a periodic

system such as an infinite crystal, by Bloch’s theorem we need only consider

wavevectors which are vectors of the reciprocal lattice, a countable set.103 Thus,

truncating the basis set at a suitable energy (or equivalently, wavenumber)

makes this set finite and hence useable in numerical calculations.

The important features which differentiate a plane-wave basis set from

alternatives are as follows:

First, the basis set is characterised by a single number, the energy cutoff,

and therefore the only convergence check necessary is with respect to this

single quantity. Moreover, unlike localised basis sets, a plane wave basis set is

in principle complete, so that we can represent a wavefunction to any desired

accuracy by choosing a suitably high energy cutoff.
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Second, all space is modelled equally well, so it is not necessary to predict

in advance the levels of representational accuracy required by different regions

of space, and basis set superposition errors do not occur. (On the other hand,

for identical reasons, vacuum is just as computationally expensive to model

as regions with many atoms.)

Third, since this method relies upon periodic boundary conditions, it is

particularly suitable for dealing with solid-state calculations. Indeed, because

of the reliance on Bloch’s theorem discussed above, plane wave basis sets are

formally incapable of dealing with non-periodic systems, although in practice

it is straightforward to perform gas-phase calculations by placing the molecule

of interest in a large, artificial unit cell in such a way that the vacuum between

periodic images prevents any interaction between them. (In the terminology

of plane wave calculations, such a unit cell is often called a “supercell”; note

however that this differs from the crystallographic “supercell”, a collection of

multiple copies of the lattice unit cell.)

Fourth, since plane waves, unlike localised basis functions, are entirely

unphysical in that they bear no resemblance to any wavefunction found in

a system of atoms, considerably more basis elements are needed than in

calculations using localised basis sets. This requirement is compensated for in

terms of computational efficiency by extremely efficient Fourier transformation

algorithms, which permit rapid transformations between real and reciprocal

space.

A further increase in computational efficiency arises from the fact that

the Kohn-Sham wavefunctions will vary most near atomic nuclei, and hence

require the highest-energy basis functions for an accurate representation there;

on the other hand, the interactions of most significance in describing chemical

bonding occur in the regions between nuclei. As such, if the core electrons

and nucleus are replaced by a smoothly varying pseudopotential, chosen such

that its eigenfunctions are identical to those of the true potential outside a

given cutoff radius, the size of the basis set needed to accurately represent

the system can drop dramatically.104 Further gains are possible from the

use of ultrasoft pseudopotentials.105 These are made smoother by relaxing

the constraint that the potential should integrate to the true core charge,
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which is compensated for by the addition of an “augmentation function”.

This formulation is particularly useful in cases such as 2p and 3d orbitals,

which have no radial nodes, so that significant amounts of localised electron

density must be retained if the norm is to be conserved. It typically enables

the basis set cutoff to be around half that needed for a norm-conserving

pseudopotential.106

2.2.4 Excited states

At this point it should be noted that density-functional theory is explicitly a

ground-state theory. Certainly, it is possible to calculate virtual Kohn-Sham or-

bitals. However, the Kohn-Sham construction is formally only a mathematical

representation of the ground-state electron density; thus in contrast to the case

of the occupied orbitals, no part of the Hohenberg-Kohn theorem guarantees

that these virtual orbitals model the system under consideration with any

degree of accuracy.

In practice, however, the situation is less dire than the above analysis may

make it appear: certainly, despite the lack of formal justification, it is not

unusual to interpret virtual Kohn-Sham eigenstates as excited states of the

system being modelled.101 In particular, the relative energies of the excited

states are often well described by the virtual orbitals. On the other hand, the

energies of the excited states with respect to the ground state – that is, the

band gap in insulators – are notoriously underestimated by calculations using

the simplest possible density functional, the lda. 107 This can be ameliorated

by using more sophisticated functionals: for example, by combining the lda

or gga correlation functionals with an “exact exchange” term. However, in

practice this may not be necessary: often, the relative energies of the excited

states are the crucial parameters of interest, and if necessary these can be

related to the ground-state energy by a rigid shift, or “scissor operator”, of

magnitude determined by some other means.

An alternative approach to accessing some excited-state information is to

artificially alter the total spin of the model system. As mentioned above, the

spin-up and spin-down electrons are modelled as two separate populations.

For a diamagnetic system such as those studied here, one would naturally set
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the total electronic spin to zero when modelling the ground state. However, it

is trivial to “flip” one electron so that the total spin is 1, producing a triplet

state; under these circumstances the “ground” state of the model system will

correspond to the first triplet excited state of the system under investigation.

This second approach is taken in the discussion of the excitation process in

Section 5.4.3.

2.3 X-ray absorption spectroscopy

As discussed in the previous sections, single-crystal X-ray diffraction is an

extremely powerful tool for investigating photoisomerism, allowing detailed

models to be constructed while making few prior assumptions about the

nature of the excitation. Nonetheless, this technique suffers from several dis-

advantages. It can only give indirect information (from coordination distances)

on the partial oxidation state change expected upon photoisomerisation, which

is an important property of these materials. It requires single crystals to be

grown, which is not always possible. Even when these are available, the use

of single crystals of optically dense compounds can lead to problems with

poor optical penetration depth, and appropriate irradiation conditions may

be difficult or impossible to achieve.

In the work described here, X-ray absorption spectroscopy (xas) was per-

formed in an attempt to overcome these restrictions. As the name suggests,

this technique involves measuring the absorption of X-rays by the target sam-

ple in the region around an X-ray absorption edge – that is, in an energy range

around that required to ionise a core electron from the target element. In the

energy region immediately above the target edge, the ejected photoelectron is

left with a very low kinetic energy, and hence backscatters from the surround-

ing atoms, returning to the originating atom in such a way as to influence the

absorption probability itself.

xas spectra can be roughly divided into X-ray absorption near-edge spec-

troscopy (xanes) and extended X-ray absorption fine structure (exafs) regions.

In the xanes region, which immediately surrounds the edge, photoelectron

energies are so low that special care must be taken to account for multiple

scattering when predicting the absorption. The exafs region lies further
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above the edge, where single scattering paths usually dominate the observed

absorption. The xanes region is directly sensitive to changes in oxidation

state and coordination geometry, whereas the exafs region is sensitive to

the local structure, particularly the bond lengths to the target atom’s nearest

neighbours.

xas is a well-established technique which has previously been applied

in situ to photomagnetic108 and other photoinduced transitions in solids,109

although no instances of its use to study photolinkage isomerism complexes

appear to have been published. It has also been successful in probing ultrafast

photoexcitation in liquids.110,111

2.4 Other techniques

Various other techniques have been used to study photoisomerism materials:

these have included differential scanning calorimetry16,39,55 and Mössbauer,16

vibrational,39,70 and optical spectroscopies.112 The use of nmr spectroscopy

has also been proposed, since this has successfully been applied in the solid

state to studies of fast systems including photosynthetic bacteria.113 Care-

ful preliminary experiments, however, would be needed to determine what

nucleus it would be best to focus on and which pulse sequence to use.
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chapter 3

PHOTOCRYSTALLOGRAPHIC EXPERIMENTS

The citizens of Hobart have been long impressed with the fact

that their city is none too brightly illuminated. Apart from sup-

plementary electric lights placed in the central thoroughfares,

the lighting system in present use does not do much more than

make the darkness visible. Again, there are many new thorough-

fares and by-ways which the march of improvement has called

into existence where more light is absolutely necessary. . .

– The Mercury, Monday, 3 July, 1905

3.1 Background

The advantage of studying the [Ru(SO2)(NH3)4X]Y family is that changing

the trans ligand X and counterion Y is chemically simple, but can result in a

substantial change in the packing properties and hence crystal structures of

these complexes. That said, not all X, Y pairs readily form single crystals.

A series of syntheses was attempted as summarised in Table 3.1: in brief,

a variety of new components was combined with the “standard” counterions

chloride and tosylate and trans ligand water. Of these, only compounds 1

(X = isonicotinamide, Y = tosylate) and 2 (X = water, Y = tosylate) yielded sin-

gle crystals suitable for X-ray diffraction. The synthetic procedures developed

for these compounds are presented in Appendix A.

Syntheses of several compounds in which the equatorial NH3 ligands were

replaced by bi- or tridentate N-donor ligands were also conducted; however,

attempts to grow single crystals of these complexes were unsuccessful. During

this process, single crystals of the novel complex [Ru(HSO3)2(CO)(terpyridine)]

were inadvertently formed. As this compound does not appear in the Cam-

bridge Structural Database, its synthesis and crystallographic details are
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presented in Appendix C.

This chapter reports the ground and metastable state structures of com-

pounds 1 and 2, obtained through a series of experiments using synchrotron

and laboratory sources.

3.2 Experimental procedure

3.2.1 Synchrotron experiments

Single-crystal X-ray diffraction data were collected on beamline I19 at Dia-

mond Light Source, using radiation of wavelength 0.68890(14) Å, a Crystal

Logic 4-circle kappa goniometer, and a Rigaku Saturn 724+ CCD detector.

The temperature was controlled by nitrogen flow from an Oxford Cryosys-

tems Cryostream Plus. Data were collected from 12 � -scans, each containing

around 200 frames of width 0.5�. Each frame was collected over 0.5 s.

3.2.2 Laboratory experiments

Single-crystal X-ray diffraction data were collected using a Rigaku diffractome-

ter equipped with Saturn 724 CCD detector, AFC-Kappa four-axis � goniome-

ter, and SHINE optics. Mo K � radiation ( � = 0.71075(2) Å) was generated

from a 3 kW sealed tube. The temperature was controlled by nitrogen flow

from an Oxford Cryosystems Cryostream Plus. Data were collected from a

series of � -scans (5 scans for compound 1, 2 scans for compound 2), each

containing 60 to 260 frames of width 0.5�. Each frame was collected over 20 s.

3.2.3 Photoexcitation procedure

For each sample, the collection procedure was as follows: first, a crystal

was mounted and flash-cooled to 100 K in the dark, and a full structure

determination was performed. Next, the crystal was irradiated in situ for two

hours. Broadband, unpolarised light was delivered via an optic fibre to a lens,

which focused it to a spot of approximate diameter 0.5 mm. The apparatus

was adjusted by hand to situate the focal point as close to the mounted crystal

as possible. The radiation sources used were a 270 W Jobin Yvon tungsten-

halogen lamp (for compound 1; see figure 3.1(a)) and an Ocean Optics PX-2
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Figure 3.1: Spectra of (a) the tungsten-halogen lamp and (b) the xenon lamp used to
irradiate the samples.

pulsed xenon lamp operating at ca 10 W, delivering 5 µs pulses at a rate of ca

100 Hz (for compound 2; see figure 3.1(b)). Previous experiments have shown

that the photoexcitation process is relatively insensitive to the spectrum of

the light source provided there is significant flux in the metal-ligand charge

transfer band at 450 nm to 500 nm. The sample was rotated about the � axis

continually during irradiation, to ensure uniform exposure to the light. The

irradiation setup is shown in Figure 3.2. Finally, the light source was removed

and, after waiting 10 minutes to ensure the dissipation of any heat due to the

irradiation, exactly the same collection of frames was performed as for the

dark structure.

At the synchrotron, the temperature was subsequently raised in broad steps

(of 25 K for compound 1, 50 K for compound 2) and data collection repeated

once at each temperature until no further evidence for the excited states was

observed. When repeating these experiments in the lab, the temperature was

raised in a single step at 300 K hr−1 to a given final temperature, and the data

collection repeated at that temperature until no further change in the structure

was observed.

3.2.4 Data processing

The data were integrated, reduced, and the Lorentz, polarisation, and absorp-

tion corrections applied using d*trek as implemented within crystalclear

1.4.0;114 they were subsequently scaled, merged, and sorted using xprep. 115
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(a)

Goniometer head

Beamstop

Optical lens

Cryostream

X−ray collimator

optical path

X−ray path

(b)

Figure 3.2: Experimental apparatus for irradiating the crystal in situ: (a) setting up;
(b) during irradiation: the light shining on the crystal is emphasised. Note
that for convenience both images have been rotated by 90�.

The dark structures were solved by direct methods using sir92116 and all

structures refined using shelxl-97,117 both programs as implemented within

wingx 1.70.01.118

The structures after irradiation were solved by refining the dark model

against the excited-state data, allowing both ground and metastable state

parameters (including occupancy and adps) to refine independently. Treating

the ground state model as a collection of rigid bodies able only to translate

and rotate, as recommended in previous work (using smaller data sets from

laboratory instruments),84 made no significant difference to the parameters

of interest. In particular, the excited-state occupancies did not vary within
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Table 3.2: Crystallographic details common to all structural refinements.

compound 1 2

X isonicotinamide water
Y tosylate ( ± )-camphorsulfonate
Formula RuC20H32O9N6S3 RuC20H44O11N4S3
M /g mol−1 697.77 713.84
Crystal system triclinic monoclinic
Space group P1̄ (no. 2) C2/c (no. 15)
Z 4 8
Z� 2 1

experimental error. The excited positions of the SO2 groups were identified

as peaks in the Fourier difference map: this was relatively straightforward as

these positions do not overlap any atom in the ground-state structure.

3.3 Ground-state structures

The structure of compound 1 was solved in space group P1̄. Interestingly, it

contains two crystallographically independent photoexcitation centres (i.e.,

Z�= 2), which will be labelled Ru01 and Ru51. As a result, the metastable-state

geometries and populations achieved at these sites are formally independent

but, within a given experiment, result from the same excitation conditions.

This allows direct comparison between the excitation achieved at the two

centres, which is explored further in Chapter 5.

The structure of compound 2 was solved in space group C2/c. In this

structure, Z�= 1, but, as there are two camphorsulfonate counterions in the

molecular formula, there are nonetheless two camphorsulfonate sites in the

crystal structure. Of these, one is chiral, occupied by only one enantiomer of

the camphorsulfonate ion – although of course every such site is mapped by

the c glide plane into an equivalent site of opposite chirality, so that the overall

structure is achiral. The other site, however, is disordered, occupied by an

equal proportion of each enantiomer. Weak restraints were applied to make

the atomic displacement parameters (adps) approximately isotropic, the bonds

approximately rigid (i.e., in pairs of bonded atoms, the components of the

adps parallel to the bond were restrained to be equal), and equivalent bond

lengths and 1,3-distances in the two structures the same. These conditions
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Table 3.3: Selected crystallographic details which change with irradiation for com-
pound 1. All data are collected at 100K. The columns represent, in turn:
the dark structure; data in which only MS2 and GS are present; data in
which MS1, MS2 and GS are present, refined against a model including
only MS2 and GS; the same data as the previous column, refined against
a full model; and the best available laboratory data for comparison.

Run dark 1.3 1.1 1.1 1.2

Source synchrotron laboratory synchrotron synchrotron laboratory

Model full MS2 only MS2 only full full

a /Å 14.142(7) 14.148(12) 14.135(5) 14.135(5) 14.176(9)
b /Å 15.275(8) 15.297(12) 15.228(6) 15.228(6) 15.271(11)
c /Å 15.590(7) 15.525(12) 15.550(5) 15.550(5) 15.591(10)
� /� 110.254(4) 110.019(6) 110.349(4) 110.349(4) 110.130(7)
� /� 99.6330(10) 99.864(7) 99.772(4) 99.772(4) 99.647(7)
� /� 110.128(8) 109.782(7) 109.693(5) 109.693(5) 109.821(9)
V /Å3 2805(2) 2810(4) 2794.2(17) 2794.2(17) 2823(3)

Measured reflections 87108 29968 87391 87391 28299
Unique reflections 16787 11428 16762 16762 11377
Restraints 0 264 170 566 524
Parameters 715 786 793 850 840
Rint 0.0250 0.0726 0.0251 0.0251 0.0664
R (F, I > 2 � ) 0.0320 0.0987 0.0359 0.0350 0.0916
R (F, all) 0.0329 0.1162 0.0369 0.0360 0.1051
wR2 (F2, I > 2 � ) 0.0801 0.2270 0.0906 0.0844 0.1631
wR2 (F2, all) 0.0806 0.2548 0.0912 0.0850 0.1719
S 1.119 1.138 1.151 1.104 1.180
highest peak /e Å−3 1.027 1.161 1.174 0.859 0.780
deepest hole /e Å−3 �1.010 �1.422 �1.007 �0.992 �1.214

� (MS2, Ru01A) 0 0 0.096(8) 0.078(6) 0
� (MS2, Ru01B) 0 0.052(9) 0.030(5) 0.052(4) 0.027(8)
� (MS2, Ru01C) 0 0.102(4) 0.047(6) 0.052(5) 0.133(4)
� (MS1, Ru01) 0 0 0 0 0.038(5)
� (MS2, Ru51D) 0 0.226(15) 0.239(4) 0.207(3) 0.253(4)
� (MS2, Ru51E) 0 0 0 0.042(2) 0.114(9)
� (MS2, Ru51F) 0 0 0 0.042(3) 0
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Table 3.4: Selected crystallographic details which change with irradiation for com-
pound 2. All data are collected at 100K. The columns represent, in turn:
the dark structure; data in which no MS1 is present; data in which MS1
is present, refined against a model without this state; the same data as
the previous column, refined against a full model; and the best available
laboratory data for comparison.

Run dark 2.5 2.1 2.1 2.4

Source synchrotron laboratory synchrotron synchrotron laboratory

Model full MS2 only MS2 only full full

a /Å 33.915(7) 33.99(2) 33.949(7) 33.949(7) 33.82(2)
b /Å 14.571(3) 14.654(10) 14.633(3) 14.633(3) 14.735(10)
c /Å 12.300(3) 12.456(8) 12.372(3) 12.372(3) 12.474(9)
� /� 90 90 90 90 90
� /� 97.11(3) 97.479(12) 97.09(3) 97.09(3) 97.480(13)
� /� 90 90 90 90 90
V /Å3 6032(2) 6151(7) 6099(2) 6099(2) 6163(7)

Measured reflections 92602 18904 97071 97071 19076
Unique reflections 11282 6246 9304 9304 4376
Restraints 317 356 215 522 522
Parameters 504 532 533 561 561
Rint 0.0389 0.0753 0.0522 0.0522 0.0834
R (F, I > 2 � ) 0.0413 0.1064 0.0632 0.0649 0.1033
R (F, all) 0.0437 0.1193 0.0643 0.0660 0.1346
wR2 (F2, I > 2 � ) 0.1166 0.1865 0.1241 0.1310 0.1833
wR2 (F2, all) 0.1256 0.1945 0.1248 0.1318 0.2045
S (restrained) 1.155 1.110 1.248 0.801 1.045
highest peak /e Å−3 1.041 0.681 1.620 1.591a 0.777
deepest hole /e Å−3 �0.966 �0.857 �1.205 �1.267a �0.826

� (MS2) 0 0.106(12) 0.114(6) 0.098(6) 0.122(11)
� (MS1) 0 0 0 0.031(4) 0.132(8)

a These comparatively high figures represent Fourier ripples around the Ru atom from high-resolution syn-
chrotron data. When the data are truncated at 0.85 Å, to match laboratory work, the highest peak and deepest
hole shrink respectively to 0.89 e Å−3 and �0.55 e Å−3.

were not necessary to obtain a stable, sensible refinement against the “dark”

data, but they were included for consistency with the “light” refinement,

where they proved helpful.

In both compounds, there was some evidence for rotational disorder of

the sulfonate groups on the counterions; this varied between samples. A

split-atom model of these moieties was used where appropriate.

The major crystallographic parameters for the “dark” and “light” structure

determination are presented in Tables 3.2, 3.3, and 3.4; full details can be

found in Appendix B.
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3.4 Preliminary metastable-state analysis

Upon irradiation, the cell parameters did not change markedly (Tables 3.3

and 3.4). This is perhaps unsurprising given the successful data collection,

since crystal shape changes are the result of internal strain which can also

result in crystal cracking84 or loss of long-range order and hence high-angle

data,119 although substantial photoinduced crystal shape changes are certainly

known.81

When a ground-state model was refined against the data collected after

irradiation at 100 K, peaks in the Fourier difference maps for both compounds

revealed a non-zero MS2 population. These maps are calculated by subtracting

the modelled electron density from that reconstructed from the observed

structure factors. When the majority of the structure – here, the ground state

– has been correctly modelled, almost all the phases will be correct. This is

especially likely to be true in a centrosymmetric space group, where only two

phases (0 and � ) are possible. Thus residual electron density not accounted

for in the model can be accurately located.

It was immediately apparent that the metastable state populations achieved

varied markedly between experiments. Every attempt was made to keep the

irradiation conditions as similar as possible; nonetheless, some variation

occurred in the focusing of the lamp (and hence the intensity delivered to

the crystal), the orientation of the crystal with respect to both the lamp and

the � axis, and the crystal size. All discussion of metastable state data will

be labelled with a run number: e.g., run 2.1 is the first excitation experi-

ment on compound 2. These numbers can be cross-referenced against the

crystallographic data in Table 3.7 and Appendix B.

A fractional MS2 population was added with atomic positions initially set

to the peaks in the Fourier difference map (Figure 3.3); this gave a stable refine-

ment. However, peaks substantially above background remained in the Fourier

maps at the centre of the ground-state SO2 groups at Ru51 in compound 1

and in compound 2 (Figure 3.4). Moreover, multiple-temperature analysis of

the excited compounds gave anomalous results. It was expected that the MS2

populations should gradually decrease with increasing temperature, due to

the state’s decreased stability. However, in both compounds the population
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Å
,c

ol
ou

rs
ca

le
in

e
Å
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increased to a maximum before decreasing again. Most prominently, at site

Ru51 in compound 1, the population increased by 10% (Figure 3.6(a)).

To resolve these problems, the experiment was repeated multiple times

using a laboratory source. Analysis of these data revealed that the peaks

observed in the difference maps are in fact S sites in MS1, the O-bound

metastable state, which has hitherto only been observed at 13 K.71 Accordingly,

MS1 was incorporated into the refinement model. This demonstrated that the

unexpected increase in population with temperature results from the presence

of MS1, which decays into the more stable MS2. Thus the data presented

in Figure 3.6(a) are in fact better modelled as in Figure 3.6(b). The Fourier

difference maps calculated from the final model are presented in Figure 3.5.

As an example of the effect of the changed model, the third and fourth

columns in Tables 3.3 and 3.4 compare models fitted to the same synchrotron

data with and without allowance for MS1. These models are further discussed

in Chapter 4, in which the inclusion of MS1 is justified by the Bayesian analysis

presented there; this conclusion is pre-empted by the substantial improvement

in the crystallographic statistics for the “full” model. Note that the effect of

including MS1 is in some cases to diminish the apparent population of MS2;

this is partly a consequence of the constraint that the total SO2 population

should be 100% and partly due to the proximity of the Ru-bound O atom in

MS1 to the S atom in MS2, so that some electron density is reattributed from

MS2 to MS1. Indeed, the troughs visible in Figure 3.4 suggest that the MS2 S

atoms have too high a population in these models.

Before the multiple-temperature data can be discussed further, the revised

model for the metastable states generated at 100 K must be presented.

3.5 Revised metastable-state structures

The complete models for the “light” structures are shown in Figures 3.8 and 3.9,

with parameters tabulated in Tables 3.2, 3.3, and 3.4 and in Appendix B. The

uncertainties in metastable state populations indicated in these tables originate

directly from the least-squares analysis; they are thus known to be too small,

since they do not take into account off-diagonal terms in the restraints matrix,

which will be significant due to the high correlation between, for example, the
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Figure 3.6: Population of metastable states at Ru51 in compound 1 as a function of
temperature. (a) A preliminary model including only MS2 (black circles),
in which the MS2 atoms are modelled isotropically, shows a substantial
rise in population over the range 100K to 200K. (b) A complete model
also including two geometries of MS1 (red circles and dots), with full
anisotropic refinement under appropriate restraints, yields a more reason-
able total metastable population (blue crosses). Note, however, that there
is still a small rise in population at low T: see discussion in text.

A

B
C

D

S/O
S/O

Ru

O

O
O

O

Figure 3.7: Schematic of the four possible MS2 geometries, labelled A–D. For full
discussion, see Chapter 5.

adps and the occupancy fractions. Where more realistic values are required

they are estimated. Further comment on the reliability of refining occupancy

fractions can be found in reference 90. Despite the hazards of simultaneously

refining adps and occupancy, however, the excited-state atomic positions do

not substantially overlap with the ground state, thus making this system easier

to model than, for instance, NO complexes.

In compound 1, the excitation observed varied substantially between the

two Ru centres. If the orientation of the side-bound S�O bond and the

Ru�O�S�O torsion angle are regarded as fixed, there are four possible MS2

geometries, which will be labelled A–D (Figure 3.7; see also discussion in
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Chapter 5). At Ru01, three of these geometries were observed (Figure 3.8(a)),

while at Ru51 only one was initially generated (Figure 3.8)(c)). However, a

second MS2 geometry was formed from the decay of MS1 when the temper-

ature was raised to 175 K (Table 3.7). The reasons why only some plausible

geometries were observed were explored using DFT calculations, which are

reported in Chapter 5.

Synchrotron data showed two MS1 geometries at Ru51 (Figure 3.8(d))

but none at Ru01. One laboratory run, however, allowed an MS1 geometry

to be refined at Ru01 (Figure 3.8(b)). MS1 geometries will be labelled E

and, where necessary, F; however, unlike the labels A–D for MS2, these

are intended neither to represent an exhaustive set of local energy minima,

nor to be compared between runs of the experiment. The position of the

S atom in MS1 at Ru01 is clear, but those of the O atoms are somewhat

uncertain, so that the model has an unusual shape compared to the higher-

population model at Ru51 and previous observations of this state (Table 3.5).

In particular, the O�S�O angle is probably unreasonably small (cf. literature

values 116� to 120�; Table 3.5).

In compound 2, a single MS2 and a single MS1 geometry were observed

(Figure 3.9). Again, the position of the S atom in MS1 was always clear,

while the O positions were not as obvious at small populations. Thus the

synchrotron data gave a much wider O�S�O angle than expected (Table 3.5).

It is interesting to note that there are discrepancies between the MS1

geometries observed in these compounds and those previously reported in

compound 4 at 13 K.71 In particular, the Ru�O bond length in all the present

data is substantially longer than previously observed, while in compound 2

the S�O bond lengths are shorter. As discussed above, some of these effects

will be artifacts arising from modelling marginally small populations. For

the 100 K data, no restraints were placed on the positions of the MS1 atoms,

in order to demonstrate that the data provide evidence for this state rather

than having it forced upon them. However, at higher temperatures, these

restraints may be applied essentially without affecting the refinement statistics:

as an example, in the 175 K data for run 1.1, the S�O bond lengths were very

weakly restrained to 1.5 Å and the O�S�O angle to 120�. This is simply
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because, at this temperature and for this data set, unlike the S atom, the

fractionally populated O sites are commensurate with the background noise

level and can therefore move without substantially affecting the refinement.

However, other data sets – models 1.1 and 2.4 in particular – appear to yield

more trustworthy O positions. Further investigation of effects which may

give rise to this discrepancy would therefore be interesting. By contrast,

the MS2 geometries are in good agreement with those previously reported

(Table 3.6).69–71

As shown in Tables 3.3 and 3.4, a large number of weak restraints were

used to refine the “light” models. Most of these served to prevent the disor-

dered regions of the crystal structure from refining to unphysical parameters

as previously discussed. In the disordered regions, which include all SO2

photoexcitation centres as well as the disordered camphorsulfonate site in

compound 2, the atoms were restrained to have approximately isotropic adps

on which rigid-bond restraints were placed. Finally, atoms closer together

than 1.7 Å were restrained to have identical adps, regardless of whether or not

they belonged to the same disordered component. Some of these restraints

have more physical significance than others. For instance, the rigid-bond

condition is chemically likely to be approximately true, while nearby atoms in

different disordered components are no likelier to have similar adps than any

two atoms in the same crystal at the same temperature. The common aim of

all these restraints, however, is to overcome the strong negative correlations

between the adps of nearby atoms, which naturally arise since they represent

electron density in the same region of space. In refinements without these

restraints, some atoms are likely to become unphysically large and others

correspondingly small.

In addition to these restraints on the adps, corresponding bond lengths and

1,3-distances were restrained to be approximately identical where the same

molecule or moiety featured in multiple disordered settings: i.e., wherever

two or more MS1 or MS2 geometries were refined in a single model, and for

the two molecules on the disordered camphorsulfonate site. In compound 2,

restraints were placed on the positions of the two hydrogen atoms on the trans

water ligand; unlike the other hydrogen atoms in the molecule, they could
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not be placed automatically using idealised bond lengths, since they are not

coplanar with the Ru�O bond.

Finally, at site Ru01 in compound 1, which exhibits three MS2 geometries,

the two atoms comprising the side-bound ( � 2) linkage were constrained to

occupy the same positions regardless of which is sulfur and which oxygen

– for instance, the sulfur atom in metastable geometry A occupies exactly

the same position as an oxygen atom in geometry B (Figure 3.8). Although

this constraint does not follow from bonding considerations in the gas phase,

the electron clouds of these atoms overlap to such a considerable extent that

they cannot meaningfully be resolved by these data, and attempting to do so

renders the model unstable to an iterative refinement.

In order not to bias the refined model, it was decided not to place any

restraints on the atomic positions based on prior information about the geom-

etry of the metastable states. In fact, most of the restraints in these refinements

are on the adps, but of the remainder, most restraints and constraints on

atomic positions purely encourage internal consistency. Thus, although at first

glance the number of restraints appears large, their effect is merely to prevent

the refinement from collapsing into physically implausible minima, rather

than to directly influence the important scientific parameters: namely, the ge-

ometry and population of the metastable states. Externally derived restraints

may enable better refinements at very low populations, but, particularly for

the case of high-temperature MS1, it would be unconvincing to introduce

restraints based on other observations of this state before demonstrating that

it is definitely present in the data obtained here.

3.6 Decay with temperature and time

The lifetime of the metastable states investigated in this study varies, as might

be expected, with temperature. Previous time- and temperature-resolved work

on compound 4 using ir spectroscopy has shown that MS2 in this compound

obeys first-order Arrhenius kinetic behaviour over the temperature range

255 K to 280 K. Extrapolating to room temperature would give a half-life of

78 s at 300 K,70 although preliminary results obtained in our group indicate

that first-order kinetics may not persist in this temperature range, with the
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(a)

B

A

C

(b)

(c)

D

(d)

FE

Figure 3.8: “Light” model for compound 1. Ru atoms are shown in purple, S in yellow,
O in red, N in blue, and H in white. Ground-state bonds are shown in
black, MS1 (O-bound) in light grey, and MS2 ( � 2-bound) in dark grey.
For clarity, only the Ru-bound N atom of the isonicotinamide ligand is
shown. Unless otherwise stated all diagrams are based on synchrotron
data from run 1.1. Site Ru01, (a) full model; (b) data from laboratory run
1.2 showing MS1 at this site. The positions of the O atoms are somewhat
dubious; see discussion in text. Site Ru51: (c) ground-state and MS2
components; (d) MS1 components.
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(a) (b)

Figure 3.9: “Light” model for compound 2. Ru atoms are shown in purple, S in yellow,
O in red, N in blue, and H in white. Ground-state bonds are shown in
black, MS1 (O-bound) in light grey, and MS2 ( � 2-bound) in dark grey. (a)
Laboratory data from run 2.4, which had the highest population of MS1 of
all data obtained. (b) Synchrotron data from run 2.1; the lower population
of MS1 here makes especially the oxygen atom positions in this state
less reliable.
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actual lifetime being shorter than this. It is clear in any case that at room

temperature this state is not visible on the timescale of conventional Bragg

diffraction techniques. Extrapolating downwards in temperature, on the other

hand, gives the experimental result that this state persists indefinitely at 100 K.

The experiments in which the temperature was raised after excitation were

originally intended to monitor the decay of MS2; however, they proved to give

useful information about the decay of MS1 at lower temperatures. As shown

in Table 3.7, the effect of raising the temperature was often to cause MS1 to

decay to MS2. In one case (run 1.1), this even produced an orientation of

MS2 which was not originally observed after irradiation at 100 K; the different

possible orientations of MS2 are discussed further in Section 5.5.

In many cases, the decrease in MS1 population is commensurate with an

increase in MS2 population, giving remarkable agreement, well within ex-

perimental error, between the total (MS1 + MS2) metastable-state population

at 100 K and a higher temperature. In other cases, however, the higher-

temperature total photoinduced metastable occupancy is greater by up to

about 3% than the 100 K figure. (In run 1.3, at Ru51 the increase is an excep-

tional 9%.) Consider, for instance, the multiple-temperature data presented

in Figure 3.6; the inclusion of MS1 in the models mitigates the dramatic rise

but does not account for it altogether. The most plausible reason for this is

perhaps the presence of undetected MS1 geometries in small (� 3%) popu-

lations. It is generally accepted that it is difficult to detect metastable-state

populations below a few percent;123 indeed, in the present work, the repeated

data collections at 120 K discussed below demonstrate empirically that below

this level, it is very difficult to detect this state against a MS2 background (see

the unphysical “kink” in the occupancy over time displayed in Figure 3.10).

Other possible explanations exist: for instance, the excitation process could be

slightly cooperative, so that Ru�SO2 groups near an MS2 site themselves have

lowered MS2 energy with respect to the ground state, and upon warming

transfer to this state. However, the conclusion that the increase in population

on warming is due to unobserved MS1 states is plausible and consistent with

these observations; this would therefore have to be thoroughly disproven

before these data could be taken as evidence of cooperativity.
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The data collected allow the timescale of MS1 decay to be roughly es-

timated (although the time-step involved is large, since the focus of these

experiments was on collecting detailed structural information). In particular,

run 2.4, in which full data sets were repeatedly collected at 120 K after irradia-

tion, shows the MS1 population slowly decaying before apparently dropping

abruptly to zero as it passes below the threshold for successful modelling at

t � 8 hr (Figure 3.10, red). Only four data points were obtained before this

threshold, so the exact form of the decay cannot be determined from these data.

However, it seems reasonable to assume that, as for MS2, this state decays

following first-order kinetics.70 A decaying exponential was therefore fitted to

the four non-zero MS1 populations at the final temperature; it corresponds

to a half-life of 4.4(10) hr. We can assume, on the basis of the observations

above, that the total MS population is constant over the entire experiment.

Accordingly, the kinetic parameters determined from MS1 were then held

constant while the total MS population was fitted to all MS2 population data

at the final temperature – of which there are more since the data after the MS1

observation threshold can be used. This gave a good fit (Figure 3.10, blue)

corresponding to a total MS population of 0.232(4); encouragingly, this is well

within experimental error of the total MS population, 0.254(14), observed at

100 K (Table 3.7).

Similar data, albeit of poorer quality, could be obtained for MS1 at Ru51 in

run 1.2 (Figure 3.10, inset). Here, only three points were available: the same

analysis was performed for completeness, although a fit to so few points must

clearly be viewed with caution. The best fit corresponded to a half-life of

8(2) hr and total population of 0.364(2) (compare the 100 K total 0.367(10)).

These results demonstrate that the lifetime of MS1 at 120 K is of the order

of hours, so that this state is persistent within the timescale of a single-

crystal diffraction experiments. Other experimental methods such as ir

spectroscopy might allow the decay kinetics to be more accurately determined.

However, previous dft calculations suggest that the vibrational frequencies

of MS2 and MS1 are very similar (symmetric stretch 934 cm−1 and 945 cm−1;

antisymmetric stretch 1208 cm−1 and 1206 cm−1 respectively), so that high-

resolution measurements would be needed to distinguish them.70
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Figure 3.10: Population of metastable states (red: MS1; blue: MS2) in run 2.4 as
a function of time. The temperature was raised in a single step from
100K to 120K after the first (t = 0) data collection. The time attributed
to each population is the midpoint of the relevant data collection. The
red and blue lines are fits to first-order kinetics: see discussion in text.
Inset: the equivalent data for run 1.2.

55





chapter 4

BAYESIAN ANALYSIS OF PHOTOCRYSTALLOGRAPHIC DATA

Every judicious person will be sensible that the problem now

mentioned is by no means merely a curious speculation in the

doctrine of chances, but necessary to be solved in order to a

sure foundation for all our reasonings concerning past facts,

and what is likely to be hereafter.

– Letter from Richard Price to John Canton, introducing Bayes’

original paper on “inverse probability”, 10 November, 1763

4.1 How do we know this is true?

In the previous chapter we have discussed crystallographic models involving

as many as four metastable-state geometries coexisting at a single ruthenium

centre. The question naturally arises whether, in introducing such a complex

model, we are in fact over-fitting the available data. Indeed, the question of

whether or not there is sufficient evidence to introduce a metastable geometry

into the crystallographic model of “light” data is a particular case of a more

general data-fitting problem well known in crystallography and across the

sciences. Adding a new parameter to a model cannot increase the best-fit

sum-of-squares statistic, and in practice invariably decreases it, regardless of

whether or not the added parameter has any physical meaning.

Of course, a single sum-of-squares value is a rather crude measure of

the goodness-of-fit of a given model, and experts in a field will have an

intuitive sense of what a well-converged model looks like. For instance, in

crystallography, large residual peaks in the Fourier difference density will be

suspicious no matter how good the model’s R factor. It is also possible to gain

some appreciation for the accuracy of a particular refinement by generating

theoretical data based on the model used, adding simulated experimental
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noise at an appropriate level, and then refining against the resulting “observed”

intensities to see how accurately the original model can be reproduced.90

This chapter, however, will examine the question of how big a drop in R (or

equivalent change in other statistics) is required in order to be statistically

significant.

The standard approach to this problem is to use an F-test, or a crys-

tallographically convenient variation such as the R-test.124 These tests are

applicable to nested models, in which the null model H0 consists of a more

general model H1 with the addition of a linear hypothesis. That is, H0 contains

additional linear constraints compared to H1, and therefore has fewer inde-

pendent parameters. Hamilton, for instance, gives the example of comparing

isotropic and anisotropic refinements, in which H0, the isotropic model, con-

sists of H1, the anisotropic model, with the addition of the linear constraints

that U11 = U22 = U33 and U12 = U13 = U23 = 0 for all atoms (where (Uij)

is the atomic displacement tensor).124 If q parameters are constrained in this

way, and if H0 is true, the best-fit likelihood ratio L(H0)/L(H1) converges

under certain conditions to a � 2 distribution with q degrees of freedom as the

number of data points goes to infinity.125 Thus the hypothesis H0 can be tested

by comparing the observed likelihood ratio with a suitable � 2 distribution.

A statistic which is very unlikely under this distribution is interpreted as

evidence against H0.

An important technicality, however, has been glossed over in the discussion

above. Among the “certain conditions” for the � 2 distribution to be obtained

is the topological requirement that the parameter set � 0 of H0 must be in the

interior of the parameter set � 1 of H1 and that both must be open. In other

words, if the null hypothesis H0 is a boundary case of H1, the likelihood ratio

distribution is not guaranteed to converge to a � 2 distribution, and the F- and

R-tests are inappropriate. In particular, in photocrystallographic experiments,

among other parameters such as the locations of the atoms in the metastable

state, the metastable state occupancy fraction � is refined. Since H0 has � = 0

(i.e., no metastable state present) and � cannot be negative, the topological

condition above is not met and Hamilton’s R-test should not be used.

This topological condition has recently been discussed in the astrophysics
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literature,125 where analysis analogous to the above applies to the possible

presence of a new peak in a spectrum. However, this result does not appear to

be widely used in crystallography, perhaps because refinement from boundary

cases in this way is comparatively rare. Certainly, it is not mentioned in

the section on statistical significance tests in the International Tables for

Crystallography.127

As a result of the topological criterion, a statistical test suitable to detect

the presence of a metastable state must be sought elsewhere. One promising

avenue is the field of Bayesian statistics, which have been applied to many

aspects of crystallography,128 and which have been suggested as a means

to overcome the boundary-case problem in astrophysics.125,129 Rather than

calculating the probability that a null hypothesis is capable of explaining the

observed data, these methods proceed by estimating the relative likelihood of

two given models, given the observed data.

4.2 Theory

The following analysis follows the method of Gull,130 as presented by Sivia.132

The alternative models will now be labelled A and B to emphasise that, in this

analysis, they are on an equal footing (or rather, the analysis can be weighted

in either direction, if necessary, to reflect prior knowledge), unlike the tests

discussed previously. To be precise, let A be the model with no metastable

state present and B the model including some fraction of the metastable state.

Thus B has more parameters than A; we will consider first the case where

there is a single such parameter � before generalising to multiple parameters.

The aim of this analysis is to estimate the ratio P(A | D)/P(B | D) (where

P denotes probability and D the observed data). Applying Bayes’ theorem to

numerator and denominator gives

P(A | D)

P(B | D)
=
P(D | A)

P(D | B) ·
P(A)

P(B)
. (4.1)

The second term here reflects our relative belief in the two models irrespective

of (prior to considering) the data. An agnostic position as to the success or

failure of the experiment will be adopted by setting this ratio to 1.
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To evaluate P(D | B), the extra variable � must be taken into account:

P(D | B) =
�
P(D | � , B)P( � | B)d � . (4.2)

The first term in this integral is the probability of observing the data for a

given value of � . Approximating this by a Gaussian distribution centred

on the best-fit value � 0, with standard deviation estimated by the fitting

procedure, yields

P(D | � , B) = P(D | � 0, B) · exp
�
� ( � � � 0)

2

2 � ( � )2

�
. (4.3)

The second term is the prior likelihood of the parameters � . For simplicity

this may be taken as constant over some range � min ≈ � ≈ � max. Provided

that � 0 lies comfortably within this range, the integral (4.2) evaluates to

P(D | B) = P(D | � 0, B)
� max � � min

·
� �

� �
exp

�
� ( � � � 0)

2

2 � ( � )2

�
d � (4.4)

=

�
2 � � ( � )

� max � � min
· P(D | � 0, B) . (4.5)

Generalising to the case of multiple parameters � = ( � 1, � 2, . . . ) gives

P(D | B) = P(D | � 0, B) · �
i

�
2 � � ( � i)

� i
max � � i

min
. (4.6)

The assumption that the Gaussian is not severely truncated by the prior,

so that the relevant integral is over the entire real line, is likely to hold for all

parameters except the occupation fraction � (i.e., the edge case motivating this

analysis in the first place). In this case, where the Gaussian may be truncated

by the requirement that � � 0, the integral is evaluated, still assuming that

the right tail is not significantly truncated by the upper bound � max, by

P(D | � 0, B) =
P(D | � 0, � 0, B)

� max � 0
·
� �

0
exp

�
� ( � � � 0)

2

2 � ( � )2

�
d � (4.7)

Under the standard assumptions for least-squares analysis (independent

data and Gaussian noise), the probabilities of observing data D under the

two models can be expressed in terms of the residuals of these models. The

notation is intended to reflect that, once particular values of the parameters
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have been specified, these equations are identical for the two models.

P

�� F2
o

����� A

� 0, � 0, B

)( =
1�

2 � � (F2
o )
· exp

�
� (F2

o � F2
c )

2

2 � (F2
o )

2

�
(4.8)

P

�� D

����� A

� 0, � 0, B

)( = �
k

1�
2 � � (F2

ok)
· exp

)
� �

k

(F2
ok � F2

ck)
2

2 � (F2
ok)

2

(
(4.9)

Note that restraints are deliberately not included in these equations: they are

treated as an integral part of their respective models.

The � values in (4.9) are taken from the weighting scheme generated by

default in the least-squares analysis. As an example, consider the shelx

scheme:133

1
� 2(F2

o )
= w =

1
� �2(F2

o ) + (aP)2 + bP
(4.10)

where w is the weight used by shelx; � is the equivalent standard deviation,

used in the following analysis; � �is the standard deviation estimated during

data collection; a and b are chosen to achieve a flat analysis of variance

(i.e., a � 2 value roughly independent of intensity or resolution); and P =

1
3 max(0, F2

o ) +
2
3 F2

c . The sum over the observations in (4.9) is then related to

the reduced goodness-of-fit S reported by shelx by

S =

���
 1
n� p

n

�
k

(F2
ok � F2

ck)
2

2 � (F2
ok)

2
. (4.11)

The product in (4.9), on the other hand, refers solely to the observed data,

which are common to both models, and which thus cancel out when the

probability ratio is taken. Thus

P(D | A)

P(D | � 0, � 0, B)
= exp

{
� 1

2
∣
(n� pA)S2

A � (n� pB)S2
B
��

(4.12)

where n is the number of observations, p the number of parameters, and S

the non-restrained goodness-of-fit at the optimised values of all parameters.

Finally, combining equations 4.1, 4.6, 4.7 and 4.12 gives the result that

P(A | D)

P(B | D)
= exp

{
� 1

2
∣
(n� pA)S2

A � (n� pB)S2
B
��

·
pB�pA

�
i

� prior � i
�

2 � � ( � i)
· � max� �

0
exp

�
� ( � � � 0)

2

2 � ( � )2

�
d �

. (4.13)
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It is convenient to work with logarithms rather than directly with the proba-

bility ratio. Breaking (4.13) into two parts thus gives

F = � 1
2
∣
(n� pA)S2

A � (n� pB)S2
B
�

(4.14a)

O = ln

�


�
pB�pA

�
i

� prior � i
�

2 � � ( � i)
· � max� �

0
exp

�
� ( � � � 0)

2

2 � ( � )2

�
d �

)			( . (4.14b)

The “fit” term F reflects the relative goodness-of-fit values for the models.

The model with more parameters, B, will be favoured by this term since these

parameters allow a smaller S value. However, the “Ockham factor” O acts

to penalise B for introducing more parameters. Which model is preferable

depends on the relative magnitude of these two terms. If the sum of these

terms is positive, model A is more probable; if it is negative, then B is more

probable.

A quick check of these factors confirms that they behave qualitatively as

they should. A low S value for either model favours that model. It appears at

first that increasing n� p for a particular model will counterintuitively count

against that model, but in practice any such change in a good model will be

compensated for by a decrease in S: this factor is simply compensating for

the “reduction” performed in calculating S in the first place. A large prior

range for the parameters in B will count against it: the less one is prepared to

say about any parameter, the more it is simply being used as a “fudge factor”.

On the other hand, a small uncertainty in the refined value of any parameter

counts against B: if the value of a parameter is not well known, more evidence

is required to nail it down to a precise value than to state an approximate

figure.

4.3 An example: evidence for MS2

To illustrate this analysis in action, consider two data sets collected from the

same crystal of compound 2. As shown in the previous chapter, this material

has a single MS2 geometry at 100 K. As in the previously presented work, the

first data set was collected after the crystal had been cooled to 100 K in the

dark; the second was collected after irradiation at 100 K with a Xe lamp for
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Table 4.1: Comparison of the ground-only (A) and ground-plus-metastable (B) mod-
els for a “dark” and “light” data set.

“Dark” data “Light” data
Model A B A B

n 7499 7499 7488 7488
p 470 498 470 498
S 1.049 1.049 1.056 1.046

� 0 0.0088 0.0364
� ( � 0) 0.0044 0.0051

F �15.4 �89.1
O 21.9 21.7
Total 6.5 �67.4

2 hours. This particular run was chosen since refinement of the “light” data

with shelx indicated the presence of MS2 at a fraction of only � = 3.6(5)%.

It is therefore important to check whether this is real or an artefact of an

overmodelled data set.

In order to evaluate (4.14), a suitable � prior � i = � i
max � � i

min must be

determined for each extra parameter � i associated with the metastable-state

model. There are 28 such parameters: three for the position and six for the

anisotropic displacement parameter of each of the three atoms in the SO2 unit,

plus the excitation fraction � . Here let � max = 0.5 (otherwise we would be

looking for traces of the ground state against a background of the metastable

one). Setting � � to 1 Å for atomic positions and 0.05 Å2 for displacement

parameters reflects the fact that the approximate positions of the metastable-

state atoms are well known, but their precise electron distribution less so.

In this simple analysis the complication is ignored that multiple possible

geometries might need to be taken into account: these could be included

by the use of a more sophisticated prior, but will not change the qualitative

conclusions of the present analysis.

The results of this analysis are shown in Table 4.1. As expected, in both

cases the “fit factor” F favours model B, while the “Ockham factor” O favours

model A. Note that, because of the definition of the reduced goodness-of-fit,

an equal S value in a model with more parameters indicates a better fit. In the

case of the “dark” data, the Ockham factor outweighs the fit factor, indicating
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that it is roughly 650 times more probable that there is no metastable state

present than that a 0.9% excitation has genuinely been achieved. However, in

the case of the “light” data, despite the relatively small excitation percentage

achieved, this analysis shows that it is vastly (31 orders of magnitude) more

probable that the metastable state had indeed been generated than that the

crystal remained entirely in the ground state. Moreover, these results are

robust to any sensible variation in the priors used: varying these to favour

model A demonstrates, for instance, that the “light” data do contain enough

information to deduce the presence and geometry of the excited state even if

this were not previously known.

4.4 An application: evidence for MS1

Having seen that the test confirms crystallographic intuition in a case where it

is relatively clear that this is correct, a more complex situation may be consid-

ered. In the previous chapter, evidence was presented for high-temperature

persistence of MS1 in these compounds. Tables 3.3 and 3.4 present, for com-

pounds 1 and 2 respectively, statistics for refinements of synchrotron data

with and without including MS1 in the models.

The same procedure as above was applied to give the data shown in

Table 4.2. For compound 1, 57 new parameters were introduced in model B:

nine parameters for each of six atoms (i.e., two geometries of MS1) plus three

occupancy parameters. The third occupancy, for the ground state, reflects the

fact that in shelx, two parameters can be constrained to sum to unity while

three or more parameters must be restrained to a constant sum. The inclusion

of this extra restraint, however, ensures that the extraneous parameter does

not bias the test in favour of model A. For compound 2, as in the example in

the previous section, model B required 28 new parameters. The same priors

were used for the different types of parameters as in the previous example.

The resulting evidence is overwhelmingly in favour of the models including

MS1 (as pre-emptively presented in chapter 3).
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Table 4.2: Comparison of models without (A) and with MS1 (B), for “light” data
collected from compounds 1 and 2.

Compound 1 2
Model A B A B

n 16762 16762 9304 9304
p 793 850 533 561
S 1.151 1.104 1.248 0.801

� 0(MS1) 0.040a 0.031
� ( � 0) 0.004 0.004

F �879.0 �4025.7
O 95.9 30.3
Total �783.1 �3995.4

a Two geometries, with populations equal within experimental er-
ror.

4.5 Discussion

It is worth noting that evaluating the integral in (4.7) does not make a large

difference to the Ockham factor (4.14b), changing it by only 0.02 in the case

of the “dark” data, where the refined value is very close to zero, and not at

all significantly in the case of any “light” data set. This may indicate that

the problems with Hamilton’s R test are in practice not as important to this

example as the formal analysis above suggests. Indeed, applying the R test to

the MS2 data produces the same result: there is evidence for the metastable

state (at the 5% significance level) in the “light” data but not the “dark”.

Nonetheless, it is reassuring to be able to place this empirical conclusion on a

sturdy theoretical footing.

In these examples, the results of the proposed test accord with crystallo-

graphic intuition: when the sample has not been exposed to light, the test

shows no evidence of the metastable state; but it concludes that there is good

evidence for photoexcitation in the “light” data sets despite the low refined

populations. This test may prove most useful in marginal situations where

very low populations make it necessary to use very strong restraints to sta-

bilise the refinement. In such situations, more restrictive prior distributions of

the parameters may be necessary. For instance, in these examples, little prior

information about the expected U values was used. In multiple-temperature

experiments, it may be possible to determine U values at low temperatures
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where the fraction of the metastable state is high, extrapolate to higher tem-

peratures, and use this prediction to detect remnant traces of the metastable

state.

It should be noted, however, that the “very strong restraints” referred to

above in practice make the refinement much more brutal than is typically

considered acceptable. As shown in section 3.6, the background noise in the

difference Fourier map makes conventional refinements (with only reasonably

soft restraints on ADPs and none on bond lengths or angles) unstable at

populations below about 3%. If this method is to be useful in detecting

populations below this threshold, it will need to be carefully demonstrated

that the restraints involved do not force an unjustified model upon the data.

This in turn will probably require a full Bayesian analysis of the relevant

model. The test proposed here is a hybrid between Bayesian and conventional

frequentist analysis, in that the likelihood function P(D | � ) is approximated

based on the results of a standard least-squares refinement (4.3). This makes

the test very easy to use, as only easy analytical calculations based on the

goodness-of-fit S, output by any standard crystallographic software, are

required. However, this approach neglects the correlation between parameters

in the refinement, which will be significant. This problem could potentially

be overcome using a purely Bayesian refinement process, which would yield

the full posterior function and hence a better picture of the conclusions that

can legitimately be drawn from a given data set. In contrast to the simple

calculations presented here, this approach would require a Monte Carlo or

similar procedure to evaluate the multidimensional integrals involved. Such

calculations, however, are becoming routine in many scientific applications;

their application to single-crystal refinements is a promising avenue for further

investigation.
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chapter 5

STRUCTURAL CALCULATIONS

The conference proved that hardly a science or branch of tech-

nology lacks problems for the computers. Physicists, chemists,

aircraft designers had plenty of them to offer. So did psychol-

ogists and physiologists. Even sociologists wanted to use the

machines, though they did not quite know how to go about it.

– Time, Monday, 26 September, 1949

5.1 How can we influence metastable state populations?

If materials that exhibit photoisomerism are to be useful in optical data stor-

age, then controlled, ideally complete, conversion to their photoisomers is

important for ease of data reading. However, only two recently reported sys-

tems have approached 100% conversion.90,134 Unlike spin-crossover systems,

for instance, there is little evidence of cooperativity between excited centres.

Various factors are known to contribute to the low conversion achieved, in-

cluding limited optical penetration and the confines imposed by a relatively

rigid crystal structure on the nuclear motion.84

Comparison of gas-phase with solid-state calculations has previously

shown that in NO complexes, the crystal surroundings have a small but

important influence over the energy landscape of isomerisation. In particular,

they affect the barriers associated with rotation about the metal-ligand axis

in the side-bound state.135 By comparison, in triatomic ligands such as SO2,

the additional, free oxygen atom greatly increases the likelihood of steric

interactions between the side-bound state and its crystal surroundings. The

“reaction cavity” in which the ligand rotates is capable either of increasing or

decreasing observed photoexcitation levels, as work on NO2 complexes has

demonstrated.136,137
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The dynamics of photoexcitation depend on the interplay between the

energy costs of distorting the local and long-range structures. It is known that

isomerisation can cause sufficient strain on the lattice to crack a crystal.58 The

calculations presented in this chapter were designed to probe the reverse effect:

how the lattice in turn can constrain the specific excited-state geometry seen in

any particular case. In particular, the effects of the structures of compounds 1

and 2 are compared. Each of these contain elements which might help to

prevent steric hindrance around the SO2 ligand: in compound 1, the long

isonicotinamide trans ligand X forms rigid hydrogen-bonded pairs, while

in compound 2, the bulky camphorsulfonate counterions Y pack relatively

poorly.

Although, as for the rest of this thesis, the focus is on ruthenium-sulfur

dioxide complexes, some calculations were also performed on the cobalt-

nitrogen dioxide complex [Co III(NO2)(NH3)5] 2+, which was chosen as a well-

studied triatomic reference system (cf. section 1.3.3). This system is also

interesting because, unlike the ruthenium-sulfur dioxide complexes, the tran-

sient species observed on photoirradiation in low-temperature ir spectroscopic

measurements have never been crystallographically observed.57

5.2 Reaction coordinates

Previously, the isomerism of diatomic ligands such as NO has been extensively

explored in the gas phase. Explorations of the multidimensional reaction

surface have either treated this as a one-dimensional problem, mapping

energies as a function of M�N�O bond angle,31 or as two-dimensional by

also considering variation in M�NO distance.46

Similarly, the parameters involved in triatomic ligand variation can be pro-

jected onto a small-dimensional surface. If the effects of bond length variation

are ignored, the rotation of a bent triatomic ligand can be described by three

parameters, but these will not contribute equally to the energy. In the results

presented here, the primary variable was taken to be the Ru�S�O (Co�N�O)

angle. For the ruthenium system, the Ru�O�S�O torsion angle would have

been equally suitable; for the cobalt system, however, the Co�O�N�O tor-

sion angle would have been less convenient due to the stability of both endo
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and exo coordination modes (Section 5.4). The second variable was taken to

be rotation about the bond between the metal and the photo; this was not

explored uniformly but only at values known to be local minima in energy

(Section 5.5).

5.3 Computational details

The work reported here used the castep code, version 5.0, academic release.138

This is distinguished by its use of the plane-wave-pseudopotential approach

and by its use of conjugate-gradient algorithms as an alternative to explicitly

diagonalising the Hamiltonian.139 Ultrasoft pseudopotentials were gener-

ated “on-the-fly” based on all-electron calculations at the appropriate level

of theory. The exchange-correlation functional was given by the local density

approximation, except for the [Co(NO2)(NH3)5] 3+ ion, where calculations

were repeated using the Purdew-Burke-Ernzerhof potential (a gga potential)

for comparison.140

Gas-phase geometry optimisations were performed on the [Ru(SO2)(NH3)4-

(H2O)] 2+ and [Co(NO2)(NH3)5] 3+ ions. In each case the ion was enclosed

in a 12 × 12 × 12 Å supercell, at which size the energy difference between

ground and metastable states had converged to within 4 × 10�3 eV. The

Broyden-Fletcher-Goldfarb-Shanno (bfgs) method was iterated until the forces

on free atoms were at most 0.05 eV Å−1 and, between subsequent iterations,

no atom was displaced by more than 1 × 10�3 Å and the energy per atom

changed by at most 2 × 10�5 eV. The plane-wave basis set was truncated at

an energy of 490 eV. The qualitative results were unchanged if the basis set

cutoff was increased, the supercell enlarged, or the trans ligand H2O replaced

with isonicotinamide (as in compound 1).

The optimised geometry and corresponding energy were then recalculated

while holding the Ru�S�O (Co�N�O) angle fixed. Starting positions were

chosen so that this angle ranged from 120� (corresponding to GS) to 0�

(corresponding to MS1).

Constrained geometry optimisations were then performed on compound

1 in the solid state. The initial positions and constraints were determined as

described in section 5.5. The bfgs method was again used, with the same
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DFT Literature58 % difference CSDS Co III�N

Co�NO2 1.8980 1.922(6) 1.2% 1.97(4)
Co�NH3 (cis) 1.9437 1.974(4) 1.5%
Co�NH3 (trans) 1.9933 1.996(5) 0.14%
N�O 1.2367 1.251(5) 1.1%

O�N�O 122.4 117(6) 4.6%
Co�N�O 118.7 120.0(4) 1.1%

Table 5.2: Selected bond lengths (Å) and angles (�) for [Co(NO2)(NH3)5] 2+, as de-
termined by the gas-phase calculations reported here and from literature
crystallographic determinations, with the percentage difference. The final
column shows the average Co III�N bond length, with standard devia-
tion, from a search of all crystal structures in the Cambridge Structural
Database.

convergence parameters described above. The plane-wave basis set was again

truncated at an energy of 490 eV, at which value the difference in energy be-

tween the ground and metastable states had converged to within 5 × 10�4 eV.

The Brillouin zone was sampled at � only; this represents a relatively fine

grid because the cell parameters are relatively large (cf. Tables 3.3 and 3.4;

smallest real lattice spacing: 14.1 Å; largest reciprocal lattice spacing: 0.45 Å−1).

Moreover, in an ionic crystal the bands will display little dispersion, so that

this sampling is sufficient to model this system reliably. Indeed, sampling

the Brillouin zone on a 2 × 2 × 2 Monkhorst-Pack grid changed the relative

energy of the excited states by less than 1 × 10�3 eV.

No attempt was made to model fractional occupancy of the excited states;

all calculations assumed populations of 100% of the relevant geometries.

5.4 Gas-phase sanity checks

5.4.1 Bond lengths and angles

Selected bond lengths and angles from the literature and the presently re-

ported crystallographic experiments and gas-phase calculations are compared

in Tables 5.2 and 5.3. Agreement is reasonable despite the comparison of

gas-phase calculation with solid-state experiment.
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Crystallography DFT Literature % difference CSDS Ru II�S

Ru�SO2 2.0868(9) 2.0696 2.0892(5) 0.94% 2.33(5)
Ru�NH3 2.124(4) 2.1016 2.1171(16) 0.73%
Ru�OH2 2.119(2) 2.1295 2.1283(14) 0.06%
S�O 1.445(3) 1.4329 1.4368(16) 0.27%

O�S�O 115.29(12) 119.6 116.06(9) 3.1%
Ru�S�O 122.35(13) 120.4 121.80(9) 1.1%

Table 5.3: Selected bond lengths (Å) and angles (�) for [RuSO2(NH3)4H2O] 2+, as
determined by the gas-phase calculations and synchrotron crystallography
(on compound 2) reported here, and from literature crystallographic deter-
minations, with the percentage difference between the DFT and literature
experimental values. The final column shows the average Ru II�S bond
length, with standard deviation, from a search of all crystal structures in
the Cambridge Structural Database.

0 20 40 60 80 100 120

0

0.5

1

1.5

2

Co � N � O angle /degrees

R
el

at
iv

e
en

er
gy

/e
V

Figure 5.1: Energies of geometry-optimised configurations of the [Co(NH3)5NO2] 2+

ion as a function of constrained Co�N�O angle, for the exo ( × ) and
endo (+) geometries. The exchange-correlation potentials used are the
LDA (blue) and the PBE (green).
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5.4.2 Rotation in the NO2 plane

In the Co�NO2 system (Fig. 5.1) the � 2 geometry corresponds to an energy

maximum, and the two excited-state minima shown here correspond to exo

and endo MS1 linkages. Moreover, the endo geometry was found to have

a slightly lower energy than the exo, despite the fact that the endo is the

form obtained by direct synthesis of the O-bound isomer and observed in

previous photocrystallographic experiment.58 However, the energy difference

is sufficiently small that considerably more work is needed before it can be

claimed to be significant. It may be noted in passing that the exo geometry is

stabilised by hydrogen bonding between the NH3 ligands and NO2 N atom,

which is not possible for the softer S atom.

The peak around 70�indicates strongly that the species observed in the low-

temperature photoexcited ir spectrum was not, as assumed, an � 2-linked state.

To determine its true identity, further exploration of the gas-phase reaction

surface would be helpful. Figure 5.1 could be extended to a second dimension

by considering the Co�O�N�O torsion angle as a second variable, which

would make the search for local minima more thorough. It may, however, be

that this intermediate owes its stability to interactions within the solid state

and is therefore not visible in gas-phase calculations, or even that its original

observation was in error.

The Co�NO2 system was also used for a comparison between the lda and

pbe exchange-correlation functionals, represented in Fig. 5.1 by the blue and

green curves respectively. As can be seen, the pbe gives a slightly higher barrier

to excitation from the ground state, but the two functionals are otherwise

highly consistent in their representation of the energy landscape: certainly,

the difference between the two methods is comparable to the error introduced

by performing a gas-phase rather than a solid-state calculation. The use of the

lda in the remainder of these calculations is thereby justified.

5.4.3 Rotation in the SO2 plane

In the Ru�SO2 system, by contrast, minima corresponding to the known

ground and two excited states are clearly visible (Fig. 5.2, red curve). The

relative energies of the three minima are consistent with the temperatures at
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Figure 5.2: Energies of geometry-optimised configurations of the
[Ru(SO2)(NH3)4(H2O)] 2+ ion as a function of constrained Ru�S�O
angle, for the first singlet (blue) and triplet (red) states.

which these structures are crystallographically observed, in that the minimum

of highest energy (and lowest energy barrier to decay) is observed at the lowest

temperature. The activation energy for decay from the O-bound state to the � 2

state is 0.596 eV. This is equal to 277kT at 25 K, where this structure is known

to be stable, and 58kT at 120 K, where it decays within hours (Section 3.6),

suggesting that this value is slightly overestimated.

The activation energy for decay from the � 2 state to the ground state is

1.060 eV (= 137kT at 90 K), which is again overestimated in comparison with

a value of 651 meV observed from time-resolved crystallographic studies

at varying temperatures.70 This discrepancy is likely a result of the simple

exchange-correlation potential used.

For this system the optimised geometries from this first step were used

for a new single-point calculation in which the total spin was forced to 1;

in other words, the energy of the first triplet state was calculated, as a first

approximation to the photoexcited state which leads to the isomerisation

reaction (green curve). Although this is clearly a somewhat naı̈ve model

for photoexcitation on this material, it encouragingly captures the important
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point that GS in this state can relax to MS2 and MS1, exactly as observed

experimentally.

5.4.4 Rotation about the Ru�SO2 bond

In ruthenium-sulfur dioxide systems the barrier to rotation about the Ru�(SO)

bond (that is, to change of the N�Ru�S�O torsion angle) is known to be

low, so that crystal packing effects are important in determining the preferred

orientation of the bound S�O linkage in the � 2 excited state.70,135 As a result,

one would expect to find two local energy minima, 180�apart, for the bound

S and O atoms. Associated with each of these are a further two minima for

the free O atom, as expected by the pseudo-symmetry of the geometry. This

gives a total of four local minima for the free O atom, related approximately

by reflection in the Ru�S�O plane and 180� rotation about the Ru�(SO)

bond. Referring back to the crystallographic results, it can be seen that in

compound 1 at Ru01 three of these possible positions are visible (Figure 3.8(a)),

while only one is visible at the Ru51 site (Figure 3.8)(c)) and in compound 2

(Figure 3.9(a)).

This analysis was confirmed by dft calculation. Starting from the opti-

mised excited-state configuration of the [Ru(SO2)(NH3)4(H2O)] 2+ ion (as in

2), gas-phase geometry optimisations were performed with the Ru�O�S�O

torsion angle (i.e., the position of the free oxygen atom) fixed at evenly spread

values over the range of physically accessible positions. The Ru�O�S angle

was held constant throughout to ensure that the SO2 ligand remained in its

� 2 configuration. The results confirmed that, for a given orientation of the

bound O and S atoms, in the absence of crystal packing effects there are two

local minima with essentially equal energies at around ± 99�. (Figure 5.3).

It is interesting to note that if these calculations are performed without

fixing the Ru�O�S angle, at several torsion angles the system becomes

unstable with respect to the MS1, the highest-energy metastable geometry.

This suggests that suitable physical restraints on the attainable values of the

torsion angle – arising, for instance, from steric repulsion – may encourage or

inhibit formation of this isomer in different crystal structures.
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5.5 Solid-state calculations

Subsequent dft calculations were performed in the solid state in order to

elucidate the reasons for the particular orientations of MS2 observed. This

comparison relies upon the two independent Ru sites in compound 1: since

they are exposed to almost identical irradiation conditions, the substantial

difference in photoexcitation observed can be attributed to the difference in

local crystal packing. The slight difference in irradiation conditions between

the sites arises from the fact that, as for NO complexes, the photoexcited

state population will depend on anisotropy introduced during the irradiation

process, such as the polarisation and orientation of the light.90,112 However,

this effect is unlikely to be significant in this experiment, due to the use of an

unpolarised source and rotation about the diffractometer � axis during irradi-

ation, and because the two Ru�SO2 moeities are almost exactly antiparallel to

one another (Ru�S vectors 175.01(2)�apart, RuSO2 planes 13.53(13)�apart).

The unit cell parameters and positions of most non-hydrogen atoms were

held constant at their crystallographically determined values (from the “light”

data), while the positions of the SO2 ligands and the hydrogen atoms were

optimised from the ideal gas-phase geometry. This gives an idealised model

which assumes 100% excitation in a single geometry at the relevant site, with

zero excitation at the other.

The results show good agreement with experiment at 100 K (Figure 5.4): in

general, the geometries with the greatest observed occupation percentage are

those where the position of the free oxygen atom comes at the lowest energy

cost. Furthermore, the new geometry seen at Ru51 at 175 K from the decay

of MS1 (Section 3.6) is B, the most stable of the geometries at that site not

observed at 100 K.

These results suggest that the timescale of excitation is long enough that

the SO2 ligand can equilibrate to the lowest energy geometry available to it.

Indeed, given the broadband irradiation, the metastable state will certainly

have been itself excited, and in some fraction photochemically returned to the

ground state, during the course of irradation.
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5.6 Geometric calculations

5.6.1 Hirshfeld partitioning

The steric interactions which give rise to the calculated energetic differences

can be visualised using the Hirshfeld surfaces of the possible excited-state

geometries (Figure 5.5). These isosurfaces are defined as enclosing the region

where the contribution due to the complex ion dominates (i.e., is at least half

of) the total crystalline electron density.141 The program crystalexplorer

2.1 was used to plot the normalised contact distances dnorm on these surfaces,

where

dnorm =
di � rvdW

i

rvdW
i

+
de � rvdW

e
rvdW

e
. (5.1)

Here di is the distance to the nearest nucleus inside the surface and rvdW
i the

van der Waals radius of that atom. Similarly, de and rvdW
e refer to the nearest

external nucleus. Thus regions where dnorm < 0, shown in red in Figure 5.5,

indicate abnormally close contact.142,143

At Ru01 (Figure 5.5, top row), in the three observed geometries A–C

the closest approach to the free O atom is from a hydrocarbon group, with

contact distance only slightly less than the sum of the van der Waals radii.

(Closest approach: geometry C; d = 2.22 Å; cf. van der Waals radii144

H = 1.20 Å, O = 1.52 Å.) In the geometry D which is not observed, however,

the closest approach to the free O atom is an NH3 group, with normalised

contact distance similar to that in the hydrogen bonding between pairs of

isonicotinamide ligands, visible at the top of the same diagram. (dO · · · H =

1.97 Å; dO( · · · H�)N = 2.72 Å. Amide hydrogen-bonded pair: dO · · · H = 1.82 Å;

dO( · · · H�)N = 2.87 Å.) It thus appears that hydrogen bonding with the adjacent

nitrogen atom distorts this geometry sufficiently to render it energetically less

stable than the remaining three (Figure 5.4).

At Ru51, the situation is slightly less obvious. Again, the closest contact for

the observed geometry D is with a CH group (d = 2.28 Å); and again, for two

of the non-observed geometries A and C, the closest contact to the free O atom

is with a NH group so that hydrogen bonding can influence the geometry. (A:

dO · · · H = 2.48 Å; dO( · · · H�)N = 3.13 Å; C: dO · · · H = 2.11 Å; dO( · · · H�)N = 2.82 Å.)

However, the reason why geometry B is higher in energy is not clear. Indeed,
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of the three geometries not observed at 100 K at this site, it is the lowest in

energy, and as previously noted, it is populated at 175 K from the decay of

MS1.

Nonetheless, comparison of Figure 5.5 with the DFT results in Figure 5.4

show that the energy differences obtained can indeed largely be attributed

to the interactions of the free O atom in the metastable state with its crystal

surroundings.

5.6.2 Voronoi-Dirichlet partitioning

In addition to specific steric effects, the metastable state occupancy may

conceivably depend on the total volume of the reaction cavity – the space

available for the SO2 ligand to rotate in. Accordingly, the program topos

4.0 was used to partition space into Voronoi-Dirichlet polyhedra, so that

each point is assigned to the atom closest to it.145,146 This gives a volume for

the SO2 group of 39.25 Å3 in compound 2, which is very similar to that in

previously described members of this family (Table 5.1). Compound 1, on

the other hand, has a significantly increased volume (ca. 45 Å3) at both of its

SO2 sites. Examination of the crystal structure shows that this appears to be

due to the rigid rod-like structural elements formed when hydrogen bonds

between pairs of amide groups join two ruthenium complexes.

It is notoriously difficult to predict the effects of changes in a molecule’s

structure on its crystal packing; but it is nonetheless interesting to note that

in this example, rigid elements (as in compound 1) were more effective at

creating space within the crystal structure than poorly packing ones (as in

compound 2). This increased volume, however, does not lead necessarily

to a greater excitation fraction; as shown in the previous section, specific

intermolecular interactions are more important than net volume in influencing

the excitation.
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chapter 6

X-RAY ABSORPTION SPECTROSCOPY

Plaything of the General Electric staff is their monstrous x-ray

farm on the laboratory roof. C. P. Haskins exposed grapefruit,

orange, aster and cotton seeds to x-rays from two to 16 minutes.

The grapefruit blossomed five weeks after planting. In nature

first blossoming requires five years’ growth. On the contrary,

sweet orange seed grew into a twisted, two-leaf plant. As

grotesque was a sour orange plant with no green chlorophyll in

its stem or leaves. The aster and cotton plants were gnarled

dwarfs.

– Time, Monday, 27 June, 1932

6.1 Background

This chapter describes X-ray absorption near-edge spectroscopy (xanes) exper-

iments performed with two principal aims. First, the changes upon exposure

to light in the xanes spectra of complexes known to exhibit photoisomerism

were investigated, with a particular view towards understanding the partial

oxidation state change expected as a result of the photoisomerisation. Second,

this technique made it possible to investigate the behaviour of complexes of

which single crystals are not available. As an exemplar, the complex with X =

pyridine was chosen; this is readily synthesised but has not yielded suitable

crystals with any counterion Y.

The Ru L2,3 edges were selected for two reasons: first, the K edge requires

harder X-rays than were available on the beamline used for the experiment.

Second, the short core-hole lifetime of K edges notoriously results in increased

uncertainty in energy and hence a broadened, lower-resolution spectrum.147
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Table 6.1: Samples whose XANES and EXAFS spectra were measured. The number of repeated
spectra (with identical acquisition parameters) averaged to give the data presented
here, and the source of the compounds, are also indicated.

Compound Repetitions Source

References [Ru III(acac)3]a 1 Aldrich
[Ru II(bipy)2(bipydc)](PF6)2

b 1 Solaronix
[Ru II(NH3)4(HSO3)2] 1 synthesisedc

Samples Ru[(SO2)(NH3)4X]Y synthesisedc

1 X = isonicotinamide Y = tosylate2 3
2 X = H2O Y = ( ± )-camphorsulfonate2 1
3 X = pyridine Y = (CF3SO3)2

d,e 3
4 X = H2O Y = tosylate2 3

a acac = (CH3CO)2CH – b bipy = 2, 2�-bipyridine; bipydc = 2, 2�-bipyridine-4, 4�-dicarboxylic acid
c See Appendix A. d Not available as single crystals. e Contains substantial contamination from chloride
ions; see discussion in text.

6.2 Experimental

6.2.1 Procedure

The experiment was performed at beamline B18 at Diamond Light Source, UK.

The ring energy was 3.0 GeV and the ring current 200 mA. Spectra were taken

in total electron yield mode, using a Si(111) monochromator with an estimated

resolution of � E/E = 1.4 × 10�4. I0 values were obtained by measuring the

drain current from an aluminised mylar foil placed in the beam immediately

upstream of the sample. The beam was collimated and focused with Cr-coated

Si mirrors at an incidence angle of 2.3 mrad. High-energy harmonics were

rejected using two Ni-coated Si mirrors at 10 mrad incidence angle.

The energy scale was calibrated the day before the experiment using Ti foil;

the position of the first maximum in the derivative of the K-edge spectrum

was set to 4966 eV. The accuracy of measurements at the much lower energies

used in these experiments was estimated to be ca. 1 eV.

Both xanes and exafs spectra were measured at the Ru L2 and L3 edges:

a total energy range from 2780 eV to 3215 eV was covered, with approximate

step sizes 1 eV in the pre-edge regions and 0.25 eV thereafter.

The samples were ground to powder and held in place with conducting

(graphite) tape such that the radiation was incident at an angle of ca. 45�. The

sample chamber was pumped to vacuum and cooled to the base temperature
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of the cryostat, 91(5)K. Data collection for each compound then proceeded as

follows: a “dark” spectrum was first collected, then the sample was irradiated

in situ with the tungsten lamp for 2 hours. The lamp was then extinguished

and a “light” spectrum collected. Reference spectra for Ru(II) and Ru(III) were

collected in the dark as summarised in Table 6.1.

Where repeated runs were made of the same spectrum, these were aver-

aged. Linear backgrounds were then fitted to the pre- and post-edge regions

of each spectrum using sixpack. 148 These were used to normalise the spectra

in the standard way, to achieve a mean of zero in the pre-edge region and

unity in the post-edge region.

The experimental apparatus and samples are shown in Figure 6.1.

6.2.2 Overlapping spectra

The Cl K edge at 2822 eV lies almost directly underneath the Ru L3 edge at

2838 eV, so that any Cl present in samples will interfere with the Ru spectra

examined here. Unfortunately, the standard synthesis of members of the target

family is from the compound X = Y = Cl – (Appendix A). The Cl – ligand is

easily replaced by N- or O-donor ligands to yield a variety of compounds with

X = neutral donor, Y = (Cl – )2.149,150 In the case of compounds which can be

crystallised, the Cl – counterion Y may also be replaced by adding a suitable

counterion (e.g., tosylate or camphorsulfonate), leaving crystals to form, and

draining off the chloride ions with the mother liquor. However, compounds

which do not crystallise – such as compound 3 in the present work – are

typically precipitated by the addition of a large volume of acetone, which is

filtered off once the solid has formed. In this case there is no opportunity to

remove the chloride ions.

In an attempt to circumvent this problem for compound 3, solid AgCF3SO3

was added to a water solution of the pyridine complex in an attempt to pre-

cipitate out the chloride counterions as AgCl (Appendix A). AgCF3SO3 was

chosen for its solubility in acetone, so that the complex could be precipitated

as normal by the method described above, without fear of contamination from

the remaining silver compound. This attempt, however, was at best partially

successful; the presence of Cl in the sample of compound 3 was obvious
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(a) (b)

(c)

Figure 6.1: Experimental setup: (a) the exterior of the vacuum chamber, showing the
lens to focus optical light on the samples; (b) the interior of the chamber,
showing mounted samples; the vertical position was adjusted to move
different samples into the beam. (c) The samples after irradiation, from
left: [Ru(acac)3], [Ru II(bipy)2(bipydc)](PF6)2, [Ru II(NH3)4(HSO3)2], and
compounds 4, 1, 2, and 3. (For key to ligand abbreviations, see Table 6.1.)
Some irradiation damage is visible on samples 1, 2 and 4.

in its L3 spectrum. As discussed below, this could be accounted for in the

subsequent analysis; however, this is not ideal, and alternative methods for

removing Cl – counterions should be explored in future work.

6.3 XANES vs EXAFS

It was found that the differences between the light and dark spectra of the

same compound were only visible in the xanes region of the spectrum, with

very little difference above ca. 30 eV above the white-line peak (Figure 6.2; e.g.,

root-mean-square deviation above 2870 eV for compound 4: � = 4.5 × 10�4,
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which is negligible in comparison with the expected error in each point in the

normalised spectra). Moreover, it was very difficult to fit a background to the

spectra in the exafs region that resulted in a reasonable Fourier transform.

Finally, due to the high degree of crystallinity of the samples, the exafs oscil-

lations decayed rapidly (k � 8 Å−1) after even the L2 edge (the L3 spectrum,

of course, is cut short by the L2 edge). For these reasons we decided to focus

on the xanes region in the following analysis.

6.4 Reference materials

The xanes spectra of the reference materials are shown in Figure 6.3. Some

features appear to be associated with different oxidation states, such as the

pre-edge peak centred at 2839 eV in the Ru III complex and the peak centred

at 2851 eV in the Ru II complexes. There is no clear trend in the white line

intensity, although a systematic difference here would be easily masked by

imperfect background subtraction.

Comparing the “dark” and “light” spectra of the samples reveals changes

in the features identified in the references. The “light” and “dark” spectra of

all four samples are presented in Figure 6.2. In general, the feature at 2851 eV

diminishes on exposure to light, and a pre-edge shoulder at 2839 eV forms.

This is consistent with the partial oxidation expected as the Ru moves from

binding through the softer Lewis base S to the harder Lewis base O.

6.5 Principal component analysis

6.5.1 Rationale

In the absence of either an experimental or a theoretical reference matching the

data closely, it was decided to subject the data to principal component analysis,

which does not depend upon such a reference. Rather, it determines the

minimum number of independent components needed to account for variation

within a series of data sets – in this case, spectra. It is sometimes possible to

extend this analysis to determine physically meaningful components, such as

the spectra of individual compounds in a mixture. However, determining the

number of components is often a scientifically relevant result in its own right.
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Figure 6.2: Comparison of the light and dark spectra of compounds 1 to 4 (indicated
in top left corner of each graph).
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Figure 6.3: Spectra of the reference compounds.

Principal component analysis was first used with xanes data to identify

the number of distinct Mo surface environments in a Mo/TiO2 catalyst.151

It has since become increasingly popular. Over the past decade, it has often

been used to analyse time-resolved data collected during chemical reactions:

a data set with only two large principal components indicates evidence for

only the reactant and product, while a third large principal component reveals

the presence of an intermediate.152 Recent advances in theoretical modelling

have made it possible to extract quantitative information about the structure

of such intermediates.153,154

The virtue of this technique for analysing this experiment is that, rather

than relying on experimental or theoretical references, this technique effec-

tively draws the reference from the samples themselves. Moreover, it does not

require an experimental spectrum representing 100% photoexcitation to be

effective – which is helpful since such a spectrum is not available.

6.5.2 Mathematical background

Principal component analysis is based upon the mathematical procedure of

singular value decomposition of a matrix.155 Suppose we have an r × c matrix A
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u11 u12 · · · u1m · · · u1n
u21 u22 · · · u2m · · · u2n

...
...

. . .
...

. . .
...

ur1 ur2 · · · urm · · · urn

�������

�������
u11 u12 · · · u1m
u21 u22 · · · u2m

...
...

. . .
...

ur1 ur2 · · · urm

s11
s22

. . .
smm

. . .
snn

�������������

�������������

s11
s22

. . .
smm

v11 v12 · · · v1c
v21 v22 · · · v2c

...
...

. . .
...

vm1 vm2 · · · vmc

...
...

. . .
...

vn1 vn2 · · · vnc

�������������

� ������������

v11 v12 · · · v1c
v21 v22 · · · v2c

...
...

. . .
...

vm1 vm2 · · · vmc

Figure 6.4: Schematic diagram of the matrix multiplications in equations 6.1 and 6.2.
If the singular values sii � 0 for m < i ≈ n, then truncating the matrices
to the portions highlighted in blue will still give an accurate reconstruction
of the original data. For clarity, zero entries in the diagonal matrices S
and S�(centre) are not explicitly shown.

consisting of row vectors spanning an n-dimensional space (so that clearly

n ≈ r). We can then write

A
r × c

= U
r × n

S
n × n

V†
n × c

(6.1)

where U and V are unitary and S is an n × n diagonal matrix whose entries

are known as the singular values of A. It is common to arrange these values in

descending order; if this is specified then S is unique (although U and V are

not).

Consider the experimental data as such an r × c matrix D, where the r rows

each represent a particular experiment and the c columns the (normalised)

absorbance at a particular energy. In the following discussion it will be

assumed that r < c, which will be true except in the unlikely case that many

spectra are collected over a small energy range (or at poor resolution); the

argument may be easily modified to fit this case. Under this assumption, due

to the presence of experimental error, in general n = r. However, if, in the

absence of error, the data span an m-dimensional space, m < n, then the lowest

n�m singular values will be very small, and truncating the decomposition to

D
r × c
� D�

r × c
= U�

r × m
S�

m × m
V�†
m × c

(6.2)

will give a good approximation to the measured data (Figure 6.4). Indeed,

since this truncation removes random variation, the resulting matrix may be a

better approximation to the true values under consideration than the original

measurements!
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The relevance of this method to the present analysis is that the logic

above may be applied in reverse: if the data are well represented by m

principal components but no fewer, this is good evidence that they span an m-

dimensional space. In particular, if the data represent a mixture of compounds

(in a system where contributions combine linearly), this is evidence for the

presence of m chemical components in the mixture. Depending on the purpose

of the analysis, this result alone may be sufficient, or further techniques may

be used to identify these components.

The question naturally arises of how to determine when a singular value

can be considered “very small”. A number of statistical techniques are

available; in the present analysis, however, the qualitative approach is taken

of including successive components until the reconstructed spectra visually

match the originals. When this occurs there is a clear sudden drop in the

root-mean-square residual, which typically falls from around 2.4 × 10�3 to

less than 1 × 10�3 (Figure 6.5).

6.6 Results

Principal component analysis was initially performed on the dark and light

spectra of the three compounds (1, 2, and 4) for which single-crystal data

is available. For this analysis, as expected, m = 2 principal components

sufficed to model all six spectra well. This is demonstrated by the good fit of

reconstructions from two components (Figure 6.5(a)).

The same analysis was then performed on the same six spectra with

the addition of the dark spectrum of compound 3 (Figure 6.5(b)). For a

visibly adequate reconstruction of the original spectra, three components are

now necessary. The third component mainly acts to adjust the white line

peak shape. The need for this component may reasonably be attributed to

interference from the Cl K-edge absorbance; despite truncating the energy as

close as possible to the Ru L3 white line, it appears that the Cl K-edge still

influences the spectrum.

Finally, to these seven spectra was added the light spectrum of compound 3,

and principal component analysis performed once again (Figure 6.5(c)). Again,

a three-component analysis suffices to reconstruct the original spectra. In
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other words, the shape of the light spectrum for compound 3 is fully explained

by the dark spectra for the other compounds, the (crystallographically known)

effects of photoexcitation on these compounds, and the distortion due to the

Cl present in the sample. We can conclude that the photoexcitation behaviour

in compound 3 is identical to that crystallographically observed in the other

compounds.

6.7 Prospects

The data presented here show in principle that xanes is a viable technique for

studying photoisomerism; indicate directly that there is a partial oxidation

state increase upon isomerisation in this family of compounds; and demon-

strate that the same changes occur in compound 3 as in those compounds

which have been crystallographically studied as single crystals. There are at

least two potential avenues for future work on these systems. First, collection

of K-edge spectra may complement the work presented here, enabling more

quantitative exafs data to be collected and changes in coordination geometry

may be quantitatively investigated, although care will be needed to avoid

problems due to core-hole lifetime broadening. Second, in future work on

compounds which are not readily crystallised, alternative methods should be

used to remove the Cl counterions. For instance, ion chromatography may

prove more successful than the precipitation method attempted here. On

the basis of the above analysis, it can be predicted that a similar principal

component analysis using spectra without contamination from the Cl K edge

should yield just two principal components, rather than the three needed

here.
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chapter 7

CONCLUSIONS AND FURTHER WORK

There is enough work in sight to absorb the energies of many

experimenters, and there is sure to be far more than we can

see.

– W. H. Bragg

discourse delivered at the Royal Institution

5 June, 1914

7.1 Conclusions

The work presented here has focused on the structural changes which take

place when members of the [Ru(SO2)(NH3)4X]Y family are irradiated with

light. Two of the members of this family, compounds 1 and 2, have both

ground and metastable-state structures reported here for the first time. Two

features of their metastable-state structures are particularly interesting: first,

MS1, the O-bound state, is found to persist on crystallographic timescales at

temperatures up to 120 K, although it has previously only been observed at

13 K. Second, in compound 1, the crystallographically independent Ru sites

display differing excitation properties which vary with the the local crystal

packing arrangement. These results concord well with the ab initio energies of

optimised potential metastable state geometries.

On a technical level, these results demonstrate that good photocrystal-

lographic data can be obtained even for structures which are in some way

suboptimal due to low symmetry (compound 1) or disorder (compound 2),

and from laboratory as well as synchrotron sources. The evidence for the

presence of disordered components with low fractional occupancy has been

investigated using a novel test based on Bayesian analysis, which provides an

unprecedented means of assessment of the validity of very low populations
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in crystallographic refinement. This test confirms the statistical significance of

the metastable states observed.

Finally, compound 3 has been shown by xanes to exhibit the same pho-

tolinkage isomerism behaviour as the other members of the family, although

only a powder sample was available. This further demonstrates that xanes is a

viable and valuable technique for detecting photoinduced linkage isomerism –

and in particular the partial oxidation state changes associated with isomerism

–in these systems.

7.2 Further work

Of course, these results raise at least as many questions as they answer.

For clarity, these are divided into three general categories: those pertaining

to potential applications of these materials, those relating to fundamental

computational work on them, and those concerning experimental exploration

of their properties.

7.2.1 Relevance to applications

The extent to which these photoinduced changes are cooperative remains an

open question. No crystallographic evidence was observed for correlation

between excitation at neighbouring sites in these materials, in contrast to

the very striking cooperative effects such as macroscopic crystal deformation

observed in certain other photoactive systems. A theoretical investigation into

the differences between the internal stresses in these systems may therefore

yield interesting results. It should be noted that such a calculation would

require an accurate treatment of the comparatively weak intermolecular inter-

actions, probably via the inclusion of semi-empirical dispersion forces (such

as, for example, the dft+d method). The importance of cooperativity goes

beyond academic interest: making excitation cooperative would likely increase

the fraction of the metastable state generated and hence make the resulting

material more attractive for technological applications. The demonstrated

influence of the reaction cavity on excitation suggests that it may be possible

to “crystal engineer” materials in which there is very little steric hindrance to
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excitation, which may also result in increased metastable state populations.

Another device-relevant feature of the materials presented here is the fact

that they are not active at room temperature. Further work aimed at increasing

the stability of the metastable state with temperature is therefore desirable.

It is not immediately clear, however, how this can be achieved within this

family of materials, and it may be best simply to continue to explore related

photolinkage isomerism systems (i.e., different X and Y moieties).

The structural results presented here will be of most value when they are

correlated with optical properties. It would thus be useful to attempt to write

gratings into thin films impregnated with these compounds, and to measure

their holographic properties. These experiments, like those reported in this

thesis, will need to be undertaken at low temperatures.

7.2.2 Computation and data analysis methods

The dft results presented here projected the reaction surface on which the SO2

ligand moves onto a single dimension. Retaining several dimensions would

give a fuller picture of its energetic environment than either of the approaches

used here: the previously mentioned curve and point measurements at theo-

retical geometries. In particular, three dimensions suffice to fully describe the

rotation of this ligand, considered as a rigid body. A three-dimensional sur-

face, however, would be both difficult to display and very time-consuming to

calculate. As suggested earlier, a judicious choice of two dimensions, such as

the Ru�S�O angle and Ru�O�S�O torsion angle, might prove an effective

compromise.

The reliability of complex crystallographic refinements is obviously cen-

tral to this field, and there is considerable further work to be done on the

interpretation of marginal data. In particular, calculating multidimensional

posterior likelihoods for the parameters would reveal the true extent to which

correlation between them increases their uncertainty. A full Bayesian analysis

appears particularly promising in this regard, as it would allow assumptions

regarding reasonable values for refined parameters to be explicitly taken into

account.
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7.2.3 Development of experimental techniques

The work presented here focused for simplicity on broadband, unpolarised

irradiation delivered in as isotropic a manner as possible (e.g., by rotating the

sample during irradiation); however, investigation of the excitation achieved

as a function of the wavelength, polarisation and orientation of the incident

light has the potential to lead to substantially greater understanding of the

mechanisms for photoexcitation.

In theory, exafs should enable the local coordination geometry and in

particular the bond lengths around the Ru atom to be monitored. It would be

worthwhile to persevere with this technique, perhaps considering the Ru or S

K edges. These would have the added advantage that there would be no need

to attempt to remove Cl counterions. Similarly, preliminary measurements in

thin films using uv/visible spectroscopy and transmission electron microscopy

gave encouraging results, suggesting that further work on these techniques

would be useful.

The high-temperature persistence of the O-bound state MS1 merits further

investigation. In particular, kinetic studies, perhaps using ir spectroscopy,

would help to clarify at which temperatures it can be expected. It would also

be possible to perform similar calculations on this state to the ones presented

here on MS2, which would be expected to reveal a similar influence from the

local crystal surroundings on the excitation achieved.

Finally, photocrystallography is now being used over increasingly faster

timescales using choppers timed to the intrinsic time structure available

at synchrotrons. From the point of view of technique development, the

[Ru(SO2)(NH3)4X]Y family of materials would provide excellent test samples

for these experiments, since the metastable state structure is well known and

its lifetime can be tuned by adjusting the temperature. Such experiments

would also be of fundamental interest: evaluating the kinetics of de-excitation

over a wide temperature range would act as a probe of the energy surface

discussed above, shedding new light upon the versatile and unexpected

behaviour of these remarkable materials.
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appendix a

SYNTHESES

A.1 [Ru(SO2)(NH3)4(NC5H4CONH2)](C7H7SO3)2 (compound 1)

Tetraammineisonicotinamide(sulfur dioxide)ruthenium(II) tosylate was syn-

thesised by a modification of the literature synthesis of the triflate.156 Isoni-

cotinamide (125 mg) was dissolved in 3.5 ml water, and [Ru(NH3)4(SO2)Cl]Cl

(50 mg), prepared as above, was then added to form a bright red solution. A so-

lution of para-toluenesulfonic acid (200 mg in 0.5 ml to 1 ml water) was added

dropwise, causing small yellow crystals of [Ru(SO2)(NH3)4(NC5H4CONH2)]-

(CH3C6H4SO3)2 to precipitate out within a day. No attempt to quantify the

yield was made.

A.2 [Ru(SO2)(NH3)4(H2O)](( ± )-C10H15SO4)2 (compound 2)

Tetraammineaqua(sulfur dioxide)ruthenium(II) ( ± )-camphorsulfonate was

synthesised by a slight modification of literature syntheses of the tosylate.70,157

[Ru(NH3)5Cl]Cl2 (1.0 g) was dissolved in 40 ml water at 75�C with stirring.

In this solution was dissolved NaHSO4 (1.5 g). Sulfur dioxide gas was then

slowly bubbled through, with the solution maintained at 75�C for about

30 minutes, and then removed from the heat and left for about 1 hour

to cool to room temperature. [Ru(NH3)4(HSO3)2] (0.7 g) was isolated as

a mass of small, pale yellow crystals. These were dissolved in 80 ml 1:1

HCl by heating to boiling. The solution was filtered hot and left to cool

overnight, yielding dark red needles of [Ru(NH3)4(SO2)Cl]Cl (0.3 g). Finally,

( ± )-camphorsulfonic acid (0.26 g) was dissolved in water (5 ml) at 90�C, to

which [Ru(NH3)4(SO2)Cl]Cl (50 mg) was added and stirred to dissolve. The

yellow solution was allowed to cool to room temperature to produce small

yellow-orange plates of [Ru(SO2)(NH3)4(H2O)](C10H15SO4)2 suitable for X-

ray diffraction experiments. Again, no attempt was made to quantify the

yield.
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A.3 [Ru(SO2)(NH3)4(C5H5N)]Cl2 (compound 3)

Tetraamminepyridine(sulfur dioxide)ruthenium(II) chloride was synthesised

by published methods.150 A slight modification was attempted whereby

excess AgCF3SO3 was added, and the resulting AgCl precipitate filtered off,

before precipitating out the complex by the addition of acetone. However, the

xanes spectrum of the resulting precipitate clearly revealed the persistence of

chloride ions. No further characterisation was undertaken.
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appendix b

CRYSTALLOGRAPHIC DATA

Full details of the photocrystallographic experiments referred to in the thesis

text, including tables of observed intensities, are provided on the attached cd:

“dark” structure determinations for compounds 1 and 2, all “light” structure

determinations reported in Table 3.7, and the structure of the non-photoactive

compound [Ru(HSO3)2(CO)(terpy)] reported in Appendix C.
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appendix c

[Ru(HSO3)2(CO)(terpyridine)]

The published synthesis of [Ru(terpy)(SO2)(CO)Cl]Cl · 2 H2O (terpy = terpyri-

dine) was followed and the solution kept refrigerated for several weeks.158

Orange crystals suitable for X-ray diffraction formed but appeared from

diffraction studies in fact to be [Ru(HSO3)2(CO)(terpy)]. No further character-

isation, however, was undertaken.

RuC16H13O7N3S2, 522.49 g mol−1, triclinic, P1̄, Z = 2. a = 9.520(3) Å,

b = 10.407(3) Å, c = 10.526(3) Å, � = 67.65(3)�, � = 67.92(3)�, � = 71.13(3)�.

V = 873.7(5) Å3. 7457 reflections measured of which 2276 unique, Rint =

0.0348. 262 parameters refined with no restraints. R(F) = 0.0602 (I > 2 � ),

0.0632 (all). wR2(F2) = 0.1783 (I > 2 � ), 0.1827 (all). Highest peak (deepest

hole) 1.276 (�0.560) e Å−3.
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1. Röntgen, W. C. Nature 1896, 53, 274–276.

2. Sommerfeld, A. J. W. Ann. Phys. 1912, 343, 473–506.

3. Friedrich, W.; Knipping, P.; von Laue, M. K. Bayer. Akad. der Wiss. 1912,

303–322.

4. Bragg, W. H. Nature 1914, 93, 494.

5. Dunitz, J. D.; Schomaker, V.; Trueblood, K. N. J. Phys. Chem. 1988, 92,

856–867.

6. Maverick, E.; Mirsky, K.; Knobler, C. B.; Trueblood, K. N.; Barclay, L. R. C.

Acta Cryst. B 1991, 47, 272–280.

7. Phillips, A. E.; Halder, G. J.; Chapman, K. W.; Goodwin, A. L.; Kepert, C. J.

J. Am. Chem. Soc. 2010, 132, 10–11.

8. Hemley, R. J.; Mao, H.-k.; Struzhkin, V. V. J. Synchrotron Rad. 2005, 12,

135–154.

9. Katrusiak, A. Acta Cryst. A 2008, 64, 135–148.

10. Halder, G. J.; Kepert, C. J. Aust. J. Chem. 2006, 59, 597–604.

11. Suh, M. P.; Cheon, Y. E. Aust. J. Chem. 2006, 59, 605–612.

103



12. Phillips, A. E.; Goodwin, A. L.; Halder, G. J.; Southon, P. D.; Kepert, C. J.

Angew. Chem. Int. Ed. 2008, 47, 1396–1399.

13. Cohen, M. D.; Schmidt, G. M. J. J. Chem. Soc. 1964, 1996–2000.

14. Irie, M. Chem. Rev. 2000, 100, 1685–1716.

15. Kumar, G. S.; Neckers, D. C. Chem. Rev. 1989, 89, 1915–1925.

16. Gütlich, P.; Garcia, Y.; Woike, T. Coord. Chem. Rev. 2001, 219–221, 839–879.

17. Irie, M. Bull. Chem. Soc. Japan 2008, 81, 917 – 926.

18. Balahura, R. J.; Lewis, N. A. Coord. Chem. Rev. 1976, 20, 109–153.

19. Burmeister, J. L. Coord. Chem. Rev. 1990, 105, 77–133.

20. Coppens, P.; Novozhilova, I.; Kovalevsky, A. Chem. Rev. 2002, 102, 861–

883.

21. Coppens, P.; Zheng, S.-L.; Gembicky, M. Z. Krist. 2008, 223, 265–271.

22. Rack, J. J.; Winkler, J. R.; Gray, H. B. J. Am. Chem. Soc. 2001, 123, 2432–

2433.

23. Schuy, A.; Woike, T.; Schaniel, D. J. Sol-Gel Sci. Tech. 2009, 50, 403–408.

24. Fomitchev, D. V.; Bagley, K. A.; Coppens, P. J. Am. Chem. Soc. 2000, 122,

532–533.

25. Fomitchev, D. V.; Novozhilova, I.; Coppens, P. Tetrahedron 2000, 56, 6813–

6820.

26. Wei, H.-H.; Ho, L.-Z. Inorg. Chem. 1984, 23, 624–627.

27. Rachford, A. A.; Petersen, J. L.; Rack, J. J. Inorg. Chem. 2005, 44, 8065–8075.

28. Mockus, N. V.; Marquard, S.; Rack, J. J. J. Photochem. Photobiol. A 2008,

200, 39–43.

29. Mockus, N. V.; Rabinovich, D.; Petersen, J. L.; Rack, J. J. Angew. Chem.

Int. Ed. 2008, 47, 1458–1461.

104



30. McClure, B. A.; Abrams, E. R.; Rack, J. J. J. Am. Chem. Soc. 2010, 132,

5428–5436.

31. Buchs, M.; Daul, C. A.; Manoharan, P. T.; Schläpfer, C. W. Int. J. Quantum
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